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Abstract

Predictive control algorithm model (MPC) has been proposed for power electronic
converter systems, because of its good dynamic, its high performance, its accurate current
tracking capability and the finite set of inputs possible switching combinations. Nowadays,
predictive control algorithm model (MPC) is attracting the attention of researchers due to the
development, the speed, the advances in modern microprocessors, and present technologies

available.

The predictive control algorithm uses a discrete-time model of the system by use the
equations of the load of induction motor to predict the future values of the load current and
voltage for all possible voltage vectors generated by the inverter. The voltage vector, which

minimizes by a cost function, is selected.



w

Résumé Abstract oa—als

The cost function is used to evaluate all the voltage vectors at the next sampling time.
An optimal voltage vector is selected and its corresponding switching state is applied to the
converter during the next sampling sequence. Finally, the results show that the predictive
control algorithm model (MPC) very effectively, and better dynamic performance of the

proposed system.

Keywords: Predictive control algorithm model (MPC) , Space vector pulse width
modulation (SVPWM), Cascaded H-bridge multilevel inverter (CHBI), Total harmonic distortion

(THD), DC voltage source, switching states.

Résumé

Un modele d'algorithme de commande prédictif a été proposé pour les convertisseurs
d'électroniques de puissance, en raison de sa bonne dynamique, de sa haute performance, de
sa capacité de suivi de courant précis et de définir de l'ensemble fini d'entrées de
combinaisons de commutation possibles d'onduleur de puissance. Actuellement, l'algorithme
de commande prédictif attire I'attention du chercheurs au développement, la vitesse, progres

des microprocesseurs modernes et aux technologies actuelles disponibles.

L'algorithme de commande prédictif utilise un modéle en temps discret du systéme a
partir les équations du charge d'un moteur a induction représenté par la résistances et
I'inductances de son bobinage pour prédire les valeurs futures du courant et de la tension de
charge pour tous les vecteurs de tension possibles générés par I'onduleur. Le vecteur de

tension qui minimise par une fonction de co(t est encore finalement sélectionné.

Cette fonction de co(t permet d'évaluer tous les vecteurs de tension au temps
d'échantillonnage suivant et choisi la plus petite erreur. Un vecteur de tension optimal est
sélectionné et |'état de commutation correspondant est appliqué au convertisseur pendant le
temps d'échantillonnage suivant. Enfin, les résultats montrent que le modeéle d'algorithme de
commande prédictif est tres efficace en termes de performance et bonne performance de la

dynamique du systéme proposé.

Mots clés : Algorithme de commande prédictif, Modulation de largeur d'impulsion
vectorielle (MLIV), Onduleur de pont en H en cascade multi-niveaux, Distorsion harmonique

totale (DHT), Source de tension en courant continue, Etats de commutation.
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PFC: Predictive Functional Control.
PLC: Programmable Logic Controller.

PWM: Pulse Width Modulation.
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General Introduction

In the last years, multilevel inverter topologies have been introduced and considered for several
applications, especially in medium and high power conversion. It was proved that these inverter
topologies could ensure the generation of high-quality voltage waveforms based on power
semiconductor switches combinations that are operating at a frequency near the fundamental. Hence,

the efficiency of the conversion can be increased remarkably.

Although, these topologies can be also used in low-power applications where the switching
frequency of the power switches not restricted in such case. Additionally, multilevel inverters feature
several DC links, making possible the independent voltage control. This characteristic advantage allow
maintaining the efficiency at an increased level in the case of mismatch of the input voltage DC

suppliers, especially with renewable energy source applications.

Among the available multilevel inverter topologies, the cascaded h-bridge multilevel inverter
constitutes a promising alternative, providing a modular design that can be extended to allow a
transformer-less power conversion. This topology benefits from the use of power semiconductors with
a lower rating than the standard two-level configurations, hence; a low cost investment can be

guaranteed. On the other side, several advantages can be achieved such as:

1. Lower total harmonic distortion «THD>» of the output currents and
the output voltage,

2. Requirements of smaller output filters,

3. Ability to transfer more power,

4. Smaller dv/dt stresses, which allows the increase the lifetime of

many electrical components.

Last but not the least, h-bridge multilevel topologies feature several freedom degrees that make
possible the operation of the inverters even under faulty conditions, increasing, in this way, the
reliability of the conversion of the system in which it is included. In spite of all these characteristics,

the cascaded H-bridge multilevel topology has also some disadvantages¢ such as:

1. The unbalance of the DC input voltages,v .
2. Huge number of switching gates control,S;
3. Appearance of common mode voltage, especially under faults of one or

more power switches in different branches of the inverter.

In order to properly operate a cascaded H-bridge inverter a discrete model predictive control is

proposed to be achieved in this thesis based on more possible models that can be occurred in specified

1



General Introduction

applications, where the independent control of the DC-link voltages and the control of the output

currents are necessary.

In the approach presented in this thesis, the main goal is the real-time maintenance of the
control mode of the inverter to ensure the continuous operation of the system without interruption
during a defined period of time. This proposal is a suitable and adequate solution, especially in
application under medium and high power conversion with renewable energy sources in grid-
connected applications or sensitive industrial plants applications to sudden power supply trip or

breakdown.

The presented discrete model predictive control (DMPC) will be based on a set of model
predictive control (MPC) of eventual models belonging to the operation of the system to ensure a high
reliability and time-maintenance of the whole system.

This thesis work is divided into four chapters organized as follows:

In the first chapter the methodology of predictive control has been described: A brief history of
this control strategy. The manner in which constraints are formulated in predictive control is described
and the main elements that appear in these methodologies, i.e., the prediction model and the
objective function. The principles elements were mentioned in addressing the most common
constraints in practice.

The second chapter presents a state of the art on multi-level inverter, its fundamental
topologies, the advantages and disadvantages of each topology in term of using the number of
components such as the number of switches and capacitors then in term of harmonic reducing and
signal quality. Finally its applications in different sectors and filed such as the electricity grid and the
industry..e.g.

The third chapter, is devoted to presentation of mathematical equations of the space vector
modulation and model predictive control and the relationship between the tow controls where the
predictive control based on the voltage vectors to selecting the optimal voltage then applied to the
inverter system:

In the last chapter, we will present the simulation results of the application of the predictive
control on the two-level voltage source inverter and three-level half-bridge inverter using MATLAB
software where we can see by the simulation results the effectiveness of the predictive control
represented by the quality of the load currents waveforms and dynamic performance of the system.

Finally, this work will be concluded with a general conclusion through which the main results
obtained will be presented and the perspectives to be considered as a follow-on to this work will be

provided.
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1.1 Introduction

Predictive control is an advanced control technique of the automatic. Its purpose is to control complex
industrial systems and a variety of applications, including robotic systems, electrical machinery, and
the monitoring and control of biotechnology processes. The principle of this technique is to use a
dynamic model of the process inside the controller in real time in order to anticipate the future
behavior of the process.

Predictive control differs from other control techniques in that it must be solved online; it consists in
optimizing, from the inputs or outputs of a system, the predicted future behavior of the system
considered. The prediction is made from an internal model of the system over a finite time interval
called the prediction horizon. The solution of the optimization problem is a control vector whose first
input of the optimal sequence is injected into the system. The problem is again resolved on the next
time interval using updated system data.

This control strategy has shown its efficiency, flexibility and success in industrial applications, even for
systems with low sampling time. The application of the predictive control in the field of numerical
controls has given good results in terms of speed and accuracy.

This chapter aims to provide a brief history of this approach, to summarize the principles of all

predictive control techniques.

1.2 Historical summary of the development of predictive control

In the early 1960s, Propov was one of the first to explicitly propose a form of model-based predictive
control using a linear programming method. The idea is to insert, in the control algorithm, an element
of prediction concerning the evolution of the process outputs, given by a model [1].

The computer then determines, at the present sampling instant, the sequence of commands to be
applied over a prediction horizon, at the next sampling period, only the first component of this
sequence is actually applied to the process and the resolution starts again in the same way taking into
account the new process measurements and so on.

The first generation of predictive control applied in an industrial environment was initiated by Richalet,
where the problem of Model Predictive Heuristic Control is formulated, later called Model Algorithmic
Control [2] [3].

Cutler and Ramaker, developed what would later become known as dynamic matrix control. In these
approaches, the model is of the black box type, the objective is to pursue a reference but the

constraints are not yet taken into account [4].
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These algorithms have a huge impact on the control of industrial processes and allow to define an
example of predictive control based on a model. A dynamic process model is used in both contributions
(the impulse response in the first and the index response in the second) to quantify the effect of control
actions on the output, the controls are computed to minimize the predicted error under execution
restrictions (objective function). The optimization is repeated at each sampling period, also based on
the measured process data.

These techniques quickly became popular especially in chemical industrial processes due to the
simplicity of the algorithm and the fact that a model derived from the impulse or index response is
used, which requires a fewer number of parameters than state space formulation or input-output
formulation (transfer function). These are more intuitive approaches that require less information for
identification.

A complete status of these applications in the petrochemical sector during the eighties ,most of the
applications are centered in the field of multivariate systems with restrictions[5]. At the same time and
independently, some European academic research groups, with a strong history in adaptive control,
have started to develop work based on the ideas of predictive theory for models formulated from an
input-output representation of the system (transfer function).

The Extended Prediction Self Adaptive Control are developed to provides a constant control signal for
the entire prediction horizon, which is applied from the beginning of the computation of the control
that optimizes the chosen cost criterion [6].

The basic idea of the Extended Horizon Adaptive Control is to calculate at each instant the sequence
of control signals to try to keep the future output as close as possible to the setpoint for a time horizon
greater than the present delay on the process(7].

Currently, the Generalized Predictive Control developed by Clarke and Mohtadi, is the most popular
method[8]. A summary of these methods and their most important features can be found in Clarke
and all and De Keyser and all [9], [10].

The second generation, which appeared in the early 1980s, the interest in Predictive Control has
gradually increased and other methodologies have appeared in the specialized literature on control.
Among them, the most important are: Multi Step Multivariable Adaptive Control [11], Multi-predictor
Receding Horizon Adaptive Control [12], Predictive Functional Control [13] and Unified Predictive
Control [14].

The 1990s marked an increase in the number of predictive control applications. There are several real-
world applications that work successfully [10], in the chemical process industry as well as in robotics.

This has always been accompanied by strong research activity, [15]
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Despite the extensive development of predictive control during the late 1970s and 1980s, it was not
until the early 1990s that the study of predictive control stability and robustness began to be
addressed.

Predictive control can also be formulated in the context of state variable representation [16]. This not
only allows the use of the theorems and results existing in state space theory, but also facilitates the
extension of predictive control theory to more complex cases such as systems with stochastic
disturbances, noise on measurement variables or multivariable control.

Given the high computational load required by the quadratic programming algorithms in the Model
Predictive Control strategy, many authors are beginning to investigate the possibility of obtaining a
fast solution that provides a mostly sub-optimal result in the optimization problem. In this category
we can mention the work of Bemporad and al[17], Ramirez and Camacho[18]. An explicit solution is
presented for the case of state feedback for nominal systems. It is shown that the obtained control law
can be considered linear in piecewise terms.

This approach has the disadvantage of the number of regions into which the state space must be
divided, which increases combinatorially as the prediction horizon increases. This requires a significant
amount of research time to determine the appropriate working region, which is not suitable for many

practical application cases.

1.3 Predictive control methodology

The principle of predictive control consists in creating for the system to be controlled an anticipatory
effect with respect to a trajectory to be followed that is known in advance, based on the prediction of
the future behaviour of the system and minimising the deviation of these predictions from the
trajectory in the sense of a certain cost function, while respecting operating constraints. This idea is
simple and practised quite systematically in everyday life.

For example, the driver of a vehicle knows the desired reference trajectory in advance (the road) over
a finite control horizon (his visual field), and by taking into account the characteristics of the car
(mental model of the vehicle's behaviour), he decides which actions (accelerating, braking or turning
the steering wheel) must be performed in order to follow the desired trajectory. Only the first driving
action is performed at each moment, and the procedure is repeated again for the next actions.

The model predictive control (MPC) has a number of advantages as compared to other methods,

including :
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It can be used to control a wide variety of processes, from those with simple dynamics
to those with more complex dynamics, for example, delay systems, or unstable
systems.

The relatively easy adjustment of its parameters makes it accessible to people with
limited knowledge of automation.

The multivariate case is easily processed.

Its predictive character allows to compensate for delays and dead times.

The treatment of constraints imposed on the system to be controlled can be included
in the obtaining of the control law.

It is very efficient when the instructions or trajectories to be followed are known in
advance (which is the case in several industrial processes such as digital machines and

robots).

Predictive control law is determined by solving an optimal finite-horizon control problem as shown in

the following figure I.1.

Starting from a reference path to be followed that is known in advance, by performing the following

steps at each sampling period:

1.

Calculate predictions of the output variables y over a prediction horizon N,,.
Minimize a finite horizon criterion based on: future prediction errors, deviations
between the predicted system output and the future setpoint.

Obtain a sequence of future commands on a command horizon less than or equal
to N,.
Apply only the first value of this sequence to the system.

Repeat these steps at the next sampling period, using the principle of the receding

horizon.

The following figure 1.1 is summarized the precedent steps:
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Prediction horizon N,
Reference trajectory
w(k) :
y(k)
Command horizon N, Command sequence |
u(k)

k-1 k k+1 k+ N, k + N, Time
The past b The future -

Figure 1.1 Predictive control methodology.

Where,

k is the discrete time.

u(k) is the input of the system at time k.

w(k) is system reference at time k.

vy (k) is the output of the system at time k.

The operating principle of predictive control can be characterized as follows:

1. Ateach instant k, by having a model of knowledge of the output of the system, a prediction
of the output is made for a certain horizon N, (the prediction horizon), the predicted
outputs are denoted y(k + i/k) where k = 1,2,..., N,,.

2. The prediction of the output, is made by calculating the vector of future control signals
[u(k +i/k),i=01,..,N, — 1] through optimization of an objective function.This function
(usually convex) forces to make the future output as near as possible to the reference
trajectory known setpoint w(k + i), while reducing the efforts of the control. Constraints on
the output or on the control may also be imposed.

3. The first element u(k) of the vector of the optimal control signal u(k + i/k) and
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i =0,1,..,N, —1from the previous problem is applied to the system and the rest is
rejected because at the next instant the new output y(k + 1) is available and consequently

step 1 is repeated. This is known as the concept of the receding horizon.

Remark :

In the general case of a constrained system, minimizing the predictive criterion requires the effective
resolution of an online optimization problem.

Only the predictive control of time-invariant linear systems, restricted to the unconstrained case, does
not require the effective resolution of this online optimization problem, because the corrector is in

turn linear invariant and its analytical description can be obtained off-line.

1.4 Elements of the predictive control
Figure |.2 shows the fundamental structure common to all predictive control strategies.
All predictive control algorithms have:
1. The prediction model.
2. The objective function to calculate the optimal control strategy.
The differences are the type of the objective function, the prediction error processing and the

prediction model.

1.4.1 The prediction model

The model plays a decisive role in the calculation of the order. It must reproduce with an a sufficient
degree of accuracy the dynamic characteristics of the process at future pointsin time y(k + i/k) using
the past values of the order, the output and the optimum values of the future order u(k + i/k).
Different predictive control strategies use different models to represent the relationship between the
output and input of the system.

Input signals include manipulated variables (or control) and measurable disturbances that can be
processed by feed forward compensation.

In addition, components not considered by the system model, including the effect of non-measurable
inputs, noise and modeling errors, must be considered.

Thus, the model can be divided into two parts: the process model and the disturbance model. The

predictions of the output will be a function of the both.
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1.4.1.1 The process model
In the classical approach of predictive control any form of modeling, and most often linear, is used.
Impulse response or step response are the most common, but there are also representations by

transfer function and state function.

a. The impulse response
it appears in the MAC algorithm and in the special cases of generalised predictive control and
extended prediction self adaptive control, especially for stable systems. The truncated model to be

used for prediction is the one obtained from the impulse response of the system:

Nu
y(k + i/k) =Zthu(k +i—j/k) (L1)
=1

y(k +i/k) is the prediction of the output in (k + i) given its knowledge in k,u(k + i — j/k) is the
input in (k + i —j), h; are the values of the output at each sampling period when a pulse signal of

amplitude 1 is input.

b. The Index response
The Index response is used in the dynamic matrix control algorithm, and this case is quite similar to
the previous one except that the input signal is a step.

Again, the truncated model, for stable systems, is used for output prediction.

Ny
y(k + i/k) =ijAu(k +i—j/k) L2)
=

y(k +i/k) is the prediction of the output in (k + i) given its knowledge in k, j; are the parameters
obtained at the output of the system when applying a step to the input.
Where Au(k) = u(k + 1) — u(k) is the change in the input of the system.

10
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c. The transfer function
The transfer function used in generalized predictive control, unified predictive control, extended
prediction self-adaptive control, extended horizon adaptive control, multi-predictor receding horizon

adaptive control and multi-step multivariable adaptive control among others. The prediction model is:

. B(Z™h) .
y(k + 1/l = g=ulk + i /K) (1.3)

This representation is also valid for unstable processes.

d. The state space model

It used in predictive functional control, it has the following representation:

x(k + 1) = Ax(k) + Bu(k) (1.4)
y(k) = Cx(k)

Where,
x(k) is the state vector, u(k) the inputs vector and y(k) the outputs vector, 4, B, and C are the

matrixes of the system, the input and the output respectively.

1.4.1.2 Disturbance model
The selection of the model to be used to represent the disturbances affecting the system is as
important as the selection of the process model.

A model of the system to predict the future evolution of the outputs on the prediction horizon N:
Y = [y(k)f/(k +1) .9k + Np)] (1.5)

a. Optimization method:

To calculate a sequence of commands on the control horizon N,:

0 = [wuwk+1)...u (k+Ny)] (1.6)

11
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Which minimizes the optimization criterion« J » satisfying the constraints imposed by the user,

knowing that:

u'(k+i) =u"(k+N,) for <i<N, (1.7)

b. The sliding horizon:
Which consists in moving the horizon from k to (k + 1) at each sampling period after the application

of the first command u* (k) of the optimal sequence thus obtained.

Remark :

Generally, one of the main reasons for the success of the predictive control over the relatively slow
processes is the time long enough to be able to solve the associated optimization problem before the
end of the sampling period [k; k + 1].

On the other hand, if the system to be controlled is relatively fast, where the criterion associated with
the optimization problem is non-convex, the sampling period is too short to allow the calculation of
the desired command sequence.

Figure |.2 shows the basic structure of the predictive control strategy.

Constraints

Measured

signal
The system >

Reference signal

Optimization algorithm

A 4
\ 4

A

Predicted
command

A 4

The model

A

Cost function

Figure 1.2 Basic structure of a predictive control strategy.

For the implementation of the predictive strategy, the basic structure of figure 1.2 is implemented.

12



CHAPTER I: State of the art on predictive control

A model is used to predict future system output, using current and past order values and future
optimal orders.

The latter are calculated by an optimization method, which takes into account the cost function (which
also depends on the future specifications), and possibly constraints.

Thus, the model of the system to be ordered plays a central role in predictive control. The chosen
model must be able to take into account the dynamics of the process in order to accurately predict
future outputs. The elements of the predictive control that must be involved in the design are

discussed in the following paragraphs.

1.4.2 The objective function

The various predictive control algorithms offer different cost functions to obtain the control loop. The
main objective is to ensure that the future output for the considered prediction horizon approaches
the reference trajectory w(k) in the best possible way while, at the same time, penalizing the
necessary control effort Au(k).

The cost function (objective function )depends on the applied commands u (the system input), the
system output variables y and the desired behavior w. All these quantities change with time.

A general expression of objective function adapted to this task is given by:

Ny . u
g(Ny, Ny, N,) = E z o (i) [y (k + %) —w (k + %))]2 +NZ/1(i) [Au (k bio %)]2 (L8)
i=1

i=N;

Where,

N; and N, define the interval of time in which the output should approximate to the reference, If a
high value of N is taken it is because it is not important to observe an error in the first moments. In
processes with delay d, there is no reason for N; to be smaller than this time since the output will not
begin to react to the command applied in k before the time (k + d).

In the same way, if the process is of non-minimal phase, this parameter allows eliminating from the
objective function, the moments of time when the response is inverse, N,, is the control horizon. The
coefficients o and A are values that penalize the future behavior, usually are used of the constant
values or exponential values.

In some methods of predictive control, the second term, relating to control effort, is not taken into

account.

13
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Therefore, the problem of predictive control is the determination of the sequence of commands that
allows minimizing the chosen performance criterion while ensuring a verification of the constraints.
A sequence of N,, Control is applied from the present moment k until the end of the control horizon,
i.e.at (N, + k).
Then, the commands applied until the end of the prediction horizon (N, + k) are taken equal to the
last element of the sequence.
This means that it has to make an estimation of the predictions of the values of output y at future
sampling times based on the future values of input, this is the modeling step.
We call w the setpoint whose value is assumed to be known not only at the present instant k but also
during the following sampling instants, with:
* w(k + i) instruction applied at the moment k + i.
= y(k + i) output predicted at the instant k + i.
* N, < Nyanddu(k + i) = 0,V i = Ny
v N, is the order horizon.
v'N; is the initialization horizon.
v' N, is the prediction horizon N,, = N, — N;.
v' 1 is the weighting factor of the order.
= Ais the difference operator A(k) = u(k +1) — u (k).
The coefficient 4 makes it possible to give more or less weight to the control with respect to the
output, so as to ensure convergence when the starting system presents a risk of instability [19].
For a continuous system, T is a continuous interval [t,t + T]where T represent the future prediction
time.
In this case where, using a non-linear predictor, there is no analytical solution, the solution of the
predictive control problem is obtained, by a numerical optimization algorithm implemented on an
computer, therefore, the problem is reduced to an optimization problem in finite dimension.
The optimization interval is a succession of temporal elements for which the objectives translate
desired behaviors or only in successive segments of time, the objective function then becomes in

discrete form :

Jox = 20, (:)AQk (1.9)

By discretizing this criterion, two values are naturally introduced into the predictive control:

14
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= The length of the control sample sequences.
= The length on which the performance criterion is evaluated.
1.4.3 Reference trajectory
One of the great advantages of predictive control is that, if the future evolution of the reference
trajectory is known, the system can start responding before the change is recognized.
The future evolution of the reference is well known in many applications.
In most methods, a reference trajectory is used that is not necessarily equal to the true reference. The

true reference can be approximated by means of a first-order equation:

wk +D)=awk +i -1+ QA—-a)rk + i) (1.10)

Where,
i =12,..,N,

1.4.4 Predictive control modeling
Different MPC strategies use different models to represent the relationship between output and input

to the system. Let's give a quick overview of these types of modeling which can be done in two ways:

1.4.4.1 The knowledge model:

It is a matter of taking into account the physical phenomena involved: energy, mass balance, i.e.

The model is in this case rarely simple in terms of input-output. It is mainly non-linear, described by a
set of differential equations with only the time variable as an independent variable. This model is
described by partial differential equations.

The complexity of the model then depends on the desired descriptive requirements but more
importantly on the level of precision required for the desired system behavior.

The importance of the various phenomena can be quantified and the model obtained makes it possible
to simulate the process with other physical and dimensional characteristics.

On the other hand, it is obvious that the more the model is faithful to the process, in the physical sense
of the term; the better will be the prediction of the evaluation of the behavior of the process.

However, the method requires precise knowledge in the field concerned.

15



CHAPTER I: State of the art on predictive control

1.4.4.2. Input-output global behavior model:

From a black box model, chosen a priori, it is a matter of making an estimate of its parameters.

These are determined based on experimental input-output data. The advantage of the approach may
be simpler and faster than in the previous case.

Moreover, it can be very difficult to equate the behavior of many systems. The model has no physical
meaning, especially if it is of a complex nature.

On the other hand, and contrary to the first method, it is more difficult to simulate the behavior of a

process with other physical and dimensional characteristics.

Remark:

The choice of the method is of course made according to the precision of the objectives to be achieved
and the information available. From a practical point of view, the identification method is still the most
widely used, as it is the simplest and quickest implementation.

However, as the problems posed are increasingly complex and non-linear, the use of a non-linear
representation is tending to expand.

The system model therefore plays a central role in predictive control. The chosen model must be able
to account for the dynamics of the process to accurately predict future outputs and also must be simple
to implement and understand.

Predictive methodology requires the definition of an N,-step forward predictor that allows to
anticipate the behaviour of the process in the future over a finite horizon.

To do this, from the form of the model, we determine the estimated output at time (k + i), knowing
the output at time k.

In this prediction structure, the past values of the inputs and outputs are used to predict the current
output of the system.

The associated predictor is given by :

yp(k) = flytk = 1), ..., y(k —ng),ulk —ny), .., u(k —np —nye + )] (1.11)

The vector of past output and input measurements is written as follows:

k) = flytk = 1), ....,y(k —nyg),u(k —nyg), ...,u(k —n, —nx + )] (1.12)

ng , Np and ny: are respectively the system commands and the time delay.

16
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1.5 The optimization

Contrary to the linear case where the problem is convex, non-linear predictive control requires the
solution of a non-linear non-convex problem.

Formulating the problem of optimization under constraints in the form of a problem without

constraints but penalized.
1.5.1 Types of constraints
The different methodologies of predictive control make it possible to anticipate the violation of
restrictions given their predictive nature.
A. constraints on control signal amplitude:
Restrictions on the amplitude of the control signal, which are quite frequent in practice (to take into
account, for example, saturation effects of actuators), can be expressed by means of the following
inequality:
Umin < U(*) < Upmax (1.13)
These constraints are to be satisfied on all the optimization horizon :
Umin < U(k) < Upmax (1.14)
Where U (k) the dimension vector of N,
Uk) = [utk) utk + 1) ...u(k + N, — D] (1.15)
B. constraints on the rate of change of the control signal:
The restrictions on the increase of the control signal take a very simple form, and can be expressed by
means of the inequality:

Aipin S ulk + 1) —u(k) < Ay (1.16)

Where

17
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M, < Au(k) < Aty (1.17)

And Au(k) = u(k+1) —u(k)

C. Output amplitude constraints:
It is very frequent to find as a desired specification in controlled processes that their output is in a
range around a desired path, for example, in cases of following a certain profile with a certain
tolerance.
This type of condition can be introduced for the control system so that the output of the system is at
all times within the range formed by the specified path more or less the tolerance this translates into

an inequality of the form:

Ymin < Y(K) < Ymax (1.18)

D. constraints on the rate of change of the output signal

Constraints on increasing the output signal can be expressed by means of inequality:

AYmin < A:)’(k) < Aymotx (|-19)

Where: Ay = y(k+ 1) —y(k)

1.5.2 Optimization under constraints

For a constrained optimization problem, noting:

0 = [u()ulk + 1) ..u(k + (N, — D]T  (1.20)

The optimization argument, in an instant k, the problems presented are reduced to the following:

Jinn <Ji(0) i 1= 10em
min g(6) with { h;(6) =0 i
g:RV* > R

I
=
S

(1.21)

Where:

m is the number of constraints j(8) of any type inequality.
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r is the number of constraints h(6)of any type equality.

The constraints described above (l. 14), (I. 17), (I. 18) and (I. 19) can be written as:
Jimin SJi(0) < Jipax (1.22)

1.5.3 Concept of feasibility

Feasibility is the existence of a solution to the constrained optimization problem that reflects the
control problem. It is a question of verifying that the control, solution of the algorithm, allows to ensure
the stability of the process in closed loop [20]. This notion of feasibility is important in the context of

real-time use. it call the feasibility domain, the set of solutions verifying the constraints. it note :
C = {0/ iy < Ji(0) < iy A hi(8) =0} (1.23)

Note that in the predictive control approach, the resolution of the problem (I. 21) must be performed
several times at a given time and changes at each time.

The principle is to replace the primal problem by a penalized problem. Starting from the problem (.
21), we define a penalty function with positive values | related to the constraints.

It is then added, by weighting a positive penalty coefficient M, to the performance criterion J, thus
defining the new cost function g;,: to be minimized. The new unconstrained but penalized problem

is:

{min Grot(0) = g(8) + M - 1(g:(6), hi(6)) (1.24)
6 e RN '

The principle is then to search the solution to this penalized optimization problem and to choose the
weight M so that the quantity M -1(g;(0), h;(6)) is sufficiently taken into account during the
resolution of the problem.

There is no general method for taking constraints into account. Using the penalty functions P(8) we
end up with the following problem without constraints. If no violation of the constraints occurs, that
is, if all constraints are satisfied, then P(8) is set to zero; otherwise P(8) is set equal to a positive

value [21], as follows:

P(O) =M -

Z(gi((?))z + Z(hi((?))zl (1.25)
i=1 i=1
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Where, M is a positive penalty setting.
After the reformulation of the predictive control optimization problem, the calculation steps of the
MPC remain the same:

1. At each moment k, having a model of knowledge of the output of the system, we make the
prediction of the output for a certain prediction horizon N, , the predicted outputs are
indicated by y(k + i / k) where k = 1,2, ... Nj,.

2. The prediction of the output, is used to calculate the vector of future control
signalsu(k +i/k),i =0,1,2..N, — 1 through the optimization of an objective function
Ytot -

3. The first element u(k) of the optimal control signal vector u(k +i/k),i =0,1,2...N,, — 1,
from the previous problem is applied to the system and the rest is rejected because at the next
instant the new output y(k + 1) is available and as a consequence the step one is repeated

according to the concept of the receding horizon.

1.5.4 Choice of horizons

As previously described, the difficulty of continuous time has been circumvented by a discretization of
time and the command argument over a finite time. This introduced the horizons of prediction N, and
command N,,.

The problem known in predictive control since its origins is their optimal determination. In the case of
linear models, there are methods for fixing these parameters since it is easier to establish the
responses of such systems in the case of setpoint tracking whose dynamics are of the same order as
those of the linear system to be controlled [20]. In the general case, this remains an open problem
since an optimal horizon depends on the dynamics of the setpoint to be tracked, but also on the

influence of the constraints on the behaviour of the process [22].

1.6 The prediction horizon N,;:

The choice of the prediction horizon N, plays an important role both in terms of the amount of
information provided to the algorithm and in terms of the numerical feasibility of the optimization
problem. Its determination is based on physical considerations related to the behaviour of the open-

loop model, the objective to be achieved and the constraints taken into consideration. However, if
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there is not yet a method for choosing the optimal prediction horizon for the problem, the choice of a
time-varying prediction horizon may be better than with a constant horizon N, [22].

On the other hand, during the prediction horizons, it must be possible to predict the future behaviour
of the system by including possible deviations from the model due or not to the control. Therefore, a
compromise has to be found for this parameter between a large prediction period ensuring control
over a longer time and a small horizon guaranteeing better predictions because of the more adapted

information concerning the future deviation between the process and its model.

1.7 The order horizon N,;:
As for the choice of the control horizon N,;, a high value allows a priori, by having more degrees of
freedom, to reach more difficult objectives. However, the choice of N;, = 1 is recognized as sufficient

in most cases.

1.8 The weighting factor A:

The weighting factor A can be interpreted as the balance of the scale.

If A =0, only in the quadratic criterion the difference between the setpoint and the predicted output
is minimized. This can result in a very strong control which can cause the actual process to deviate. On
the other hand, if is very high, then the control is over-weighted and is no more dynamic enough to

better follow the setpoint.

1.9 Conclusion

In this chapter, the methodology of predictive control has been described. A brief presentation was
given of the most important characteristics of the main predictive control methods. The main elements
that appear in these methodologies, i.e., the prediction model and the objective function, have been
described. The principles elements were mentioned in addressing the most common constraints in
practice. A discretization of time and another concerning the control argument then allowed this
problem to be posed in finite dimension. This also made it possible to enter the essential adjustment
parameters of the predictive control. The closed-loop control structure has been presented to
integrate into the problem of optimization under constraints in finite dimension not only the

measurements emissions from the process, but also its future behavior through the model.
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CHAPTER II: The different topologies of multi-level inverters

II.1 Introduction

The multi level inverter technology has become a very important alternative in the field of medium
voltage high power energy control. The inverter is referred to as « multi level » when it generates an
output voltage composed of at least three levels. This type of inverter has essentially two advantages.
On the one hand, multi level topologies make it possible to limit the voltage constraints undergone by
power switches; each component, when it is in the off state, supports a fraction of the full DC bus
voltage that is lower the higher the number of levels. On the other hand, the output voltage delivered
by the multi level inverters has interesting spectral qualities.

Multiplying the number of intermediate levels reduces the amplitude of each rising or falling edge of
the output voltage. The amplitude of the harmonic lines is therefore even lower. In the more specific
case of modulation technic, the use of a multilevel inverter in combination with appropriate controls
of the power components also makes it possible to suppress certain families of harmonic lines.

This chapter presents a brief history and some advantages of multi-level inversion topologies. As well
as the most important topologies: the neutral point clamped inverter (NPC), flying capacitor
inverter(FC) and cascaded h-bridge inverter (CHB) with separate sources of DC voltage, with their
strengths, weaknesses, and application to industrial fields, and concludes the chapter with a

comparison of these three topologies.

11.2 History and benefits of multi-level inverter

11.2 .1 Historical overview

The history of multi-level conversion begins in the early of 1970s [23]. The first topology described is a
series of h-bridges to synthesize an alternating output voltage in the form of a staircase.

Then in the early of 1980s, the neutral point clamped inverter (NPC) is appeared[24]. This topology is
considered the first multi level converter for medium power applications. Since the fact the neutral
point clamped inverter (NPC) effectively multiplies the voltage level without requiring a matching
voltage precise, the neutral point clamped topology reigned in the 1980s.

The application of the neutral point clamped inverter and of its extension to multi-level inverters has
been published by Baker R [25]. Since then, many studies have been proposed to study its properties

and possible evolutions of this topology.
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Although the multi-level cascaded h-bridge inverter was invented first, its applications did not prevail
until the mid of 1990s [26].Two important patents have been published to indicate the superiority of
cascaded h-bridge inverter for training of the motors [27],[28].

Due to the high demand for high-power and medium-voltage inverters, the multi-level cascade h-
bridge inverter attracted enormous interest.

In the 1990s, research was focused on new structures and they are carried to serial multicellular
inverters, also known in the literature as a flying capacitor inverter (FCI) [23].

Moreover, it was at the end of the 90s that the multicellular inverter, this topology is a continuation
of the reflection on the serial multicellular inverters .These topology can be considered as the basic
topology of the multi-level inverter. Many of the properties of these basic topology are common to

new topology discovered.

11.2.2 Multi-level inverter benefits

A multi-level inverter has several advantages over a conventional three phase two-level inverter that
uses the pulse width modulation strategy (PWM) with a high switching frequency [29].

The attractive technical features of a multi-level inverter can be briefly summarized as follows:

1. The Staircase waveform quality: The multi level inverters not only can generate
output voltages with very low deformations, but also can reduce dv/dt stress;
for this reason, the electromagnetic problems can be reduced.

2. The common mode voltage (v,y): Multi-level inverters produce a smaller
common mode voltage; for this reason, the bearing load of a motor connected
to a multi-level inverter can be reduced. In addition, the common mode voltage
v,y €an be eliminated by using advanced modulation strategies[30].

3. The input currents: The multi level inverters can draw an input current with a
low deformation rates.

4. Switching frequency: The multi level inverters can operate at the fundamental
frequency and high switching frequency of pulse width modulation.

It should be noted that a low switching frequency usually means a low switching loss so the efficiency

is higher.

24



CHAPTER II: The different topologies of multi-level inverters

Unfortunately, the multi level inverters have some inconveniences. One particular disadvantage is the
large number of semiconductor switches required.

Although evaluated switches with reduced voltage can be used in the multilevel inverters, each switch
requires a gate control circuit. This can make the overall system more expensive and complex.

We present below, the main multilevel inverter topologies discussed in the literature, as well as its

main strengths and weaknesses.

11.3 Different multi-level inverter topologies
There are three most important topologies:

1. The Neutral point clamped inverters,
2. The flaying capacitor inverters,
3. The cascaded h-bridge inverters.

Before continuing the discussion in this topic, it should be noted that the multi level inverter is used to
refer to an electronic power circuit that could operate in inverter or rectifier mode. However, the

illustrated topologies can also be implemented as well for rectifier.

11.3.1 The neutral point clamped multi level inverter

A. Nabae and H. Akagi introduced this multi-level inverter topology in 1981[24].

The objective was to reduce the amplitude of the harmonics injected by the inverter into the load for
motor power applications.

This topology, known as a neutral point clamped inverter (NPC), does not use an isolation transformer
and the distribution of the DC input voltages to the various switches in series is ensured by the clamp
diodes connected to capacitive midpoints.

Figure 1.1 shows the electrical schema corresponding to a leg when it generic N level inverter.

To obtain a voltage of N levels, (N — 1) capacities are required.

The voltages across the capacitors are all equal to v;./(N — 1), v, is the total voltage of the DC bus.
Each pair of switches (S,,, S,,withn = 1,...,(N — 1)) forms a switching cell, so the two switches are
controlled in a complementary way.

A series of (N — 1) capacitors allows to create a set of (N — 2) capacitive midpoints having voltage

of vae/(N = 1) , 2vgc/(N = 1), uptovg (N —2)/(N —1).
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The intermediate voltage levels on the output voltage can therefore be created by connecting each of

these points to the output, by acting on the control signals (S;,S;, S5, S5, ... Sy—1,Sy—1 ) of the power

switches.
Cov-1) L Sin-1)
1 Din-2)_
Civ-2) L S —
1’ Dv-3) (N=2)
1
Vac T ; S~
| _ a
S(N—l) -
! D' n-2)
D'(n-3 Sw-2) 4%} Vab
C(N—I)J—J: S;
D'y
Cav-1) T S —'KE
b

Figure Il.1 A leg of N level neutral point clamped inverter.

Each leg of this inverter has four controllable switches and six diodes, as shown in figure I1.2.

A direct voltage v, between terminals a and b is supplies this assembly. The three possible switching
states allow to deliver three distinct and positive levels between terminals a and b.

Each phase/leg has two levels consisting of two switches of the type IGBT , S;5 and S;5 , with
antiparallel diodes. Two additional diodes D;y and D;p are used to connect the intermediate level
Vg and vy to the midpoint n;.

When the two levels are controlled simultaneously in the same way, the diodes D, and D;5 don't
conduct and this assembly then functions as a two IGBT's switch generating the two levels: 0 V and
vy between N and b. When S, and S, are conducting, and consequently S;5 and S, are blocked,
the diode D,y connects the midpoint n, to the nodes v, and v, for the output currents. The diode

D, g connects the midpoint n; to the nodes v,z and v, for the incoming currents.

26



CHAPTER II: The different topologies of multi-level inverters

This means connecting the midpoint n; with the output voltage v, , independently of the current

sign and allows to generate an intermediate level vy, = v4./2 between a and b.

N
Son ;l
4
Dy
v
% —C ——Vm
e
inl ni is
Vac D VUn1 —_— — a
Sz
&N
vd(} DlB v
S |6 Lww—t Vs x
SiB ﬁ}
il
b

Figure 11.2 A leg of three level neutral point clamped inverter.

The complementary command of the intermediate state leads to conduit the output v, to the level
N for an incoming current and to null level for an outgoing current.
This state is therefore undefined and therefore not allowed in normal inverter commutation. The

possible switching states are summarized in table I.1.

Table 1.1: Possible states of three level NPC inverter

Switching stats icf
Voltage levels
SlH 52H SlB SlB
+v4¢ 1 1 0 0 2
0 0 0 1 1 1
—Vyc 1 0 0 1 0
Infinite 0 1 1 0 x

When S; 4 and S, are clamped, the potential of point v, is maintained at a value higher or equal to
that of the midpoint v,,;.

Nothing prevents the potential of v,y from rising higher than the potential of the midpoint, which
leads to the breakdown of the switch S; 5, which is designed to block the intermediate half voltage

'Wgac'- The same is true for the same reason for S,p.
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A resistor was placed between v,y and v;5 ensures that the blocked voltage is distributed between
the two switches. The assembly can then be done using components clamping the half voltage supply
'wac' [31].
This property can pose problems in the stabilization of the potentials of capacitive midpoints.
Indeed, a single leg supplying a unidirectional current source is not capable of imposing the same
intermediate voltage level indefinitely.
This is because the configuration of the corresponding phase will require the charging current to pass
through the capacitors always in the same direction.
However, this disadvantage can be mitigated when using a three phase inverter, because in this case
the capacitive midpoints are shared by all three phases, the zero sequence currents component can
be used at the control level to balance the capacitors [32].
Concerning the accounting of the number of components, active and passive, a three phase N level
neutral point clamped (NPC) inverter has :
= (N —1) capacitors for the creation of capacitive midpoints. Each capacitor
must be dimensioned for a voltage equal to v;./(N — 1) and for a current
equal to the maximum load current;
= 6(N —1) power switches of the fully controlled semiconductor plus the
diodes being mounted head to tail;
= 6(N — 2)clamp diodes.
Each leg of the inverter is seen as a switch whose positions allow the potential of point 'a' to be
modified.
As shown in figure 11.3(a), this point is connected each time to one of the voltages across the capacitors,
which are sometimes connected in series.
An example of the switching configuration is shown in figure 11.3(b) and figure I1.3(c), when the
discontinuous line switches are open.
Figure 1.3 shows the principle and switching mechanism of a five levels NPC inverter with:

a. The principle for which the action of the power semiconductors is represented by

an ideal switch with several positions. Each position represents a voltage level.

. v
b. The inverter generates the 1% voltage level vy, = vy, = %.

. 3v,
c. Theinverter generates the 3" voltage level vy, = Veg + Vo3 + Uy = %.

28



CHAPTER II: The different topologies of multi-level inverters

Ver| = C;

r N

vc3 :F C3

Vab w
1
Ve | == Ca
Sy 5}
b b
(a)The principle topology of NPC inverter (b) Five level inverter: the voltage level 1 (c) Five level inverter: the voltage level 3

Figure 1.3 Neutral point clamped inverter topologies

11.3.1.1 Advantages
The main advantages and inconveniences of multi-level NPC inverters are as follows:

= The resulting three level waveforms has a better spectral quality compared to that of a three phase
standard inverter, which makes passive filters less voluminous, even non-existent;

= |t is configurable to obtain a high number of levels, allowing you to reduce the voltage blocked by
each switch; this is given by v;. /(N — 1);

= For a three phase inverter all phases are shared the DC bus, which reduces the capacitors. For this
reason, a back-to-back topology is no only possible but also practical for uses such as
interconnection back-to-back high voltage or a variable speed drive;

= The capacitors can be recharged as a group;

= The flow of reactive energy can be controlled [33].
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11.3.1.2 Inconveniences

When the number of levels is great than three, the balance of voltages across the capacitors
becomes difficult, as it is intimately related to the power factor of the load at the modulation index.
The inequality of the reverse voltages carried by the diodes;

The inequality of switching between switches located outside the structure compared to others;
The number of diodes becomes excessively high with the increase in levels[33];

It is more difficult to control the power flow of each inverter[33].

Indeed, the voltage blocked by each diode depends on its position in the system.

For N level inverter, there are two diodes whose voltage to be blocked. One solution to this problem

is to insert a large number of diodes in series. Assuming that the inverse voltage of the diodes is the

same, the number of diodes required increases very quickly with the number of levels, which

complicates the implementation of the circuit and makes it unreliable at the same time. Depending

on the application, it is necessary to insert more diodes in series in the part of the circuit requiring the

blocking of high voltages; so that it is possible to find for two given voltage levels, a different number

of diodes connected in series, in order to respect their blocking voltage. Figure 1.4 shows the

pyramidal scheme of interconnection

Ve| ==
[
Ve | =
Udc jp—
a
Ve3|—
Vap
[
Veg|
b

Figure 1.4 pyramidal scheme of interconnection neutral point clamped topology
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Depending on the desired voltage level, the diodes connect mutually in series so that each of them
blocks the same voltage, vy, /(N — 1).

The switches at the ends of each leg and their complements undergo few switches, while those located
around point 'a' undergo more. If the inverter is designed to be used with the same average duty cycle
for all power switches, it is therefore necessary to oversize those located inside the leg, so that they
can support the switching rate [34].

Due to the uneven conduction time of the switches, the loading or unloading time of the capacitors is
affected. The voltage wave undergoes a change due to the non-uniformity of its value between two
consecutive levels, as well as an increasing in the dv/dt. This topology therefore requires rigorous

control the equilibrium of the voltages across the capacitors [34].

11.3.1.3 Other variants of neutral point clamped inverter topology

There are several variants of multi-level NPC inverters whose configuration is a modification of the
basic NPC topology. These allow, for example, to postpone some limitations of the basic topology, such
as the inequality of reverse tensions supported by the diodes [35]. Figure 11.5 shows other variants on

the NPC topology.

1
S _ll:'} €1 — Sl—l
S3

(a) Connection of two single phase NPC inverters  (b) NPC Inverter with Bidirectional switches

Figure 11.5 Other variants on the NPC inverter topology
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Figure 1.5 (a) shows a connection of two NPC inverters, and allows a voltage with five different values
, but does not solve the problem of unequal blocking voltages that the switches must support. This
variant is better suited for low power applications. It has the same number of switches as five level
NPC inverter topology, but access to the neutral point is through bi-directional switches and the
switches do not support the same voltage. This variant is also better suited for low power applications

[35], [36].

11.3.2 Flying capacitor multi-level inverter

This topology was introduced in 1992 by T.Meynard and H.Foch . The topology of the multilevel flying
capacitor inverter is similar to that of the multilevel NPC inverter except that instead of using clamp
diodes, they are replaced by capacitors that play the role of flaying voltage sources from which it comes
the name flying capacitor inverter [38].

Each phase of the N level flaying capacitor inverter is represented by the series connection of (N — 1)

cells (figure 11.6). Each cell consists of a pair of switches separated by a flying capacitor.

Sv- DH] SZH-[ Sl,.,-[
1%
de CfN 2 fZ
1%
Stn- I)B SZB SlB x

Figure 11.6 A leg of N level flaying capacitor inverter

Therefore, globally there are 2(N — 1) switches, a DC voltage source and (N — 2) flying capacitors
charged by N level voltages.

A proper series connection of the flying capacitor with different voltage levels allows the inverter to
produce a synthesized output voltage. This connection is made by setting the switch of each cell to the
conduction state (ON). However, the two switches of the switching cell must never be in the passing
state simultaneously (i.e. the switches of the same switching cell must be ordered in addition) for
example (S1y,S1p), otherwise two consecutive capacitors with different voltage values would be
connected in parallel, which results in a short circuit. The combination of switches and capacitors

ensures that the voltage is always well defined through any shut switch.
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Another inherent characteristic of this topology is the degree of freedom produced to balance the
flying capacitors due to redundant switching states. These redundant states produce the same output
voltage. it consider only the last two cells of the topology presented in figure 11.6, the output voltage
equaltov, = vg4./(N — 1) with the negative potential consideration of Cr,, which can be generated
by setting the switches S, and S, or by the switches S,z and S;5 .However, the current flowing
through the capacitor is in the opposite direction.

Therefore, by choosing an appropriate state according to the direction of output current, the voltage
of the flying capacitors can be controlled. Although the multicellular representation allows a simple

analysis of the topology, the usual single phase flying capacitor inverter is shown in figure I1.7.

cell (N—-1)

,,,,,,,,,,,,,,,,,,,,,,,,,

Cf(N—Z) Cfl

Ve CI —_ Vdc(N—z)/(N -1 = 2Vae/(N—1) —_ Vae/ (N =1) —_

Figure 111.7 Single phase N level flaying capacitor inverter

The switches S, and S; are in the passing state to have the positive voltage level +v,./2 then to
have the negative voltage level —v,;./2, the switches S;y and S, are in the passing state, and to have
the null voltage level, one of the following switch pairs S,5 and S;; or §;5 and S, must be switched
on.

This redundancy is used to balance the flying capacitor (s, since the floating output current
considered at the point a, the first pair produces the negative current of the flying capacitor, while the

second produces a positive current, as shown in table I.2.
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Table 1.2 Voltage levels of three level flying capacitor inverter.

Swathing stats icf
Voltage levels
SlH SZH SIB SZB
+vg./2 1 1 0 0 0
0 1 0 0 1 —iq
0 0 1 1 0 +ig
—Vgc/2 1 0 0 1 0

For the five level inverter (Figure 1.8 (b)), the flexibility is increased since there are more redundant

states. The output voltage with respect to point a is synthesized by the following switching conditions:

1. For the voltage level v,;, = v,./2, all high switches are set to the passing state.
2. For the voltage level v,, = v,./4, there are four possible combinations.
3. For the voltage level v,, = 0, there are six possible combinations .
4. Forthe voltage level v,, = —v,./4, there are four possible combinations;
5. For the voltage level v, = —v,./2, all low switches are set to the passing state;
SZB
€ ——| v,
ey Sih_y
M l: — C3 p—
Vge —— a o—— Cri—— —>—ob S8
L | ﬁ
SZB_' ¢ Cf3__
S3B_|
C,——|v
T Vea :‘: Cy
S18_ Sap |

(a) Three level FCinverter

(b) Five level FC inverter

Figure I11.8 Flying capacitor inverter topologies
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The main advantages and disadvantages of this topology are given as follows:

1.3.2.1 Advantages

The clamping voltage of the switches is the same throughout;

The concept can be easily applied to other types of power converters (DC
to DC, AC to AC, AC to DC), both for unidirectional power transfer and bi-
directional;

Its modularity allows easy extension and adaptation of control strategies at
a high number of levels;

The availability of redundant states balances the voltage levels of the
capacitors;

For a large number of levels, the use of the filters is unnecessary;

The possibility to control of active and reactive power;

11.3.2.2 Inconveniences

The main disadvantage of this topology is the required number of
capacitors, which can be a prohibitive volume. In addition, if the application
in which the inverter is used requires non-zero initial voltages at the
terminals of capacitors, a precharging control strategies must be associated
with the control strategy adequate;

The control is complicated to monitoring the voltage level for all capacitors.
In addition, the complexity of starting up by preloading all the capacitors at
the same voltage level;

The control of the system becomes difficult with the level is increased.
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11.3.3 Cascaded h-bridge multi level inverter

This family is the first described in the literature as a multi level inverter topology [39]. Indeed, The
sequencing of several topologies at three levels allows to have at the output a multi-level voltage
waveform[40]. The cascaded h-bridge multi-level inverter is simply the serial connection of several

single phase h-bridge inverters with isolated DC voltage sources (Figure 11.9).

Vac |

S14 D1y S12 ] D14

Figure 11.9 Single phase h-bridge inverter.

Figure 11.10(a) shows the schema of a multi level inverter based on the series connection of single phase
inverters. The cells are connected in a star connection, but it is also possible to connect them in a
triangle.

Each partial cell is supplied by a DC voltage source. If the separated DC sources have the same DC
voltage level (v,.), the phase voltage will be able to range from the level (—c * v,;.) to the level
(+c * v4c) that will have N levels. where ¢ = (N — 1)/2 is the number of all h-bridges(cell) or the
number of separate DC sources.

As the number of voltage sources (v,,) increases, there would be more levels in the output voltage.
Thus, the output voltage waveform will be more similar to the sinusoid, even without filtering [41].
Each single phase h-bridge inverter can generate three output voltage values: 0V, —v;. and +v .
The output voltages of each cell/bridge are summed up via the transformers T;, whose transformer
ratio can be chosen in order to obtain a desired maximum voltage value v, from a DC sources. Figure

11.10(a) shows the h-bridge circuit to generate an N level of one phase.
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Figure 11.10 Topology and waveforms of a multi level cascaded h-bridge inverter

Figure 11.10(b) shows the waveforms obtained with a leg of 11 levels, for the two previous assemblies.
In the assembly of Figure 11.10(a), the alternating outputs of the three level h-bridge inverter are
directly connected in series. Obviously, this requires isolated DC voltage sources.

In applications where the power source is already distributed by several PV modules, such as when the
power source consists of several batteries, this requirement is naturally achieved.

However, if starting from a single DC bus, the generation of isolated DC sources must be done using
galvanic isolated DC/DC converters, which can considerably increase the cost of the equipment.

In both installations, although the voltage levels generated are inherently stable (no rebalancing action
is expected), this is achieved at the price of complexity and cost increased.

Indeed, to obtain an output voltage of N levels, it will be necessary to have (N — 1)/2 h-bridge/cell

inverter of 3 level single phase/leg. Each bridge must be dimensioned for load current divided by N.
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The distinctive property of this topology in relation to the number of levels, which could theoretically
extend to infinity, is a considerable advantage both from the point of view of equipment assembly and

from the point of view of the inverter control strategies.

11.3.3.1 Advantages
This topology has several advantages as follow :

= The distinctive property of this topology is easily allows its extension to a high
number of cells on each phase/leg, without any additional complexity;

= The natural balancing of voltages response is achieved, so that the control of the
switches can be easily diverted;

= The switches support the same clamping voltage;

= |t becomes possible to supply a high or medium load voltage from one or more low

voltage power supplies.

11.3.3.2 Inconveniences

= |t requires isolated DC sources for each h-bridge cell, which it limits the application
possibilities;
= For athree phase systems, this type of inverter requires more power switches than

a standard inverters.

11.4 Application of multi-level inverters in the industry

Multi-level inverters are receiving significant attention in industry and academia as one of the
preferred conversion choices for high-power applications. They have successfully shaped their way in
the industrial environment and can therefore be considered as a mature and proven technology.
Currently, they are commercialized in standards and operate in a wide range of applications, such as
compressors, extruders, pumps, fans, strawberries, rolling mills, conveyors, mills, furnace blowers, gas
turbine starters, mixers, elevators, reactive energy compensation, marine propulsion, high voltage

direct current (HVDC() gearbox, hydro pumped storage, wind energy, and rail traction.
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11.4.1 Application in the field of rail traction and electric vehicle

In rail traction, for example, some European transport networks provide a 15kV power supply. It uses
a low voltage transformer frequency to adapt this voltage to static converters. Since, the problem of
the galvanic isolation is bypassed.

For this purpose, the inverters are placed in parallel with the continuous side, their alternating sides
going on primary windings distinct from a low frequency transformer (at the operating frequency of
the load). The contributions of the different cells are added to the magnetic level of the transformer
core, the secondary being made up of a single high voltage winding per phase. This type of inverter
has been industrially manufactured for a power of 100 MV

Other variants using low frequency transformers or motor windings to add voltages have been studied,
including [42]. In electric vehicles, the use of multi level inverters is also possible. The exploitation of
the topology based on the series connection of partial inverters becomes relatively easy, since each
inverter is powered by a batteries of 48 V, thus ensuring the required galvanic isolation between all
sources [43].

There is also the multi-level back-to-back converter with NPC structure for use in large drives of hybrid
electric vehicles for heavy trucks.

The configuration of control system of an electric vehicle motor using a cascaded inverter topology,
this configuration functions in two modes: In car running mode, in this mode the power flow is flowing
from the batteries to the motor through the cascaded inverter.

In battery charging mode, the cascade converters act as rectifiers, and the power flow flows from the
charger to the batteries. The cascaded inverters can also act as rectifiers to help recover the vehicle's
kinetic energy if regenerative braking is used.

The application of the cascaded inverter as a boost on electric and hybrid electric vehicles can have
the advantage of eliminating the bulky inductor of conventional dc/dc boost converters, which

increases the power [43].

11.4.2 Application in the supply of on board networks and propulsion of maritime buildings

In maritime buildings, the limitation of available space poses enormous problems for the realization of
an electrical power supply with a reduced size and weight. Multi-level conversion techniques can be
used to supply ships.

A medium frequency transformer provides the connection between each elementary module of the

rectifier and an output inverter[44].
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Despite the high number of phases of asynchronous machines encountered in the propulsion of some
American warships and despite their power (around 20 MW per engine), investigations have also been
conducted on the use of multi-level converters to reduce the total harmonic distortion.

In [45], the authors conducted an evaluation between cycloconverters and other topologies, including
the multi-level NPC inverter, for marine propulsion with variable speed in the 30MW range and they
concluded that the NPC inverter frequency is more efficient than the cycloconverter. However, more
efficient and less cumbersome, and which could be replaced by the NPC inverter due to the
improvement of its power quality.

Figure 11.11 shows a simplified diagram of an oil tanker power generation, distribution and charging
systems with a redundant electrical system. Two 6.15MW back-to-back NPC inverters each driving a
synchronous motor.

In addition, the tanker uses a multi-engine system with several engines powered by the same
converter, for example, to drive both pumps for loading/unloading cargo and propulsion engines.
Since cargo pumps and propulsion engines are normally not used simultaneously, the front NPC
converter is active and shared between the two units, which reduces the overall cost of the system.
Another important development of multi-level inverters for the propulsion of ships was motivated
more on the engine side by multi-phase machines.

Over the past decade, multi-phase machines have become increasingly popular due to several
interesting advantages such as high reliability, fault tolerance, improved torque performance, and
higher power, making them particularly suitable for marine / ship propulsion systems. Therefore, the
combination of multiphase and multi-level technologies adds a series of benefits that are useful for

this application[46], [47], [48].
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Figure I1.11 Generator of an oil tanker with three level two NPC Back-to-Back converters.

11.4.3 Application in the field of electricity grids

Because they can provide medium or high voltage, multi-level inverters are also suitable for improving
the quality of the voltage in electrical networks.

Production and injection of energy into the electricity grid, a allows multi-level inverters to be used as
an interface between photovoltaic modules and the electricity grid.

The most suitable multi-level topologies for this type of installation are NPC topology and especially
the cascaded h-bridge topology [49]. However, the NPC topology can be used as an interface between
a high speed turbo alternator and the power grid[50].

On long distance of transmission lines, it is often necessary to compensate for reactive power. When
properly controlled, multi-level inverters offer the possibility of adjusting the voltage amplitude and
phase shift, but also the impedance of the transmission line. They can therefore play the role of static
compensators. For this reason, the multi-level cascaded inverter is more suitable for reactive

compensation [51]. Since each h-bridge can equilibrate its DC source without requiring additional
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isolated power sources. Alstom has marketed a multi-level, cascaded h-bridge inverter for reactive
energy compensation.
On the other hand, for the multi level flaying capacitor inverter, voltage balancing is relatively

complicated, so it cannot be used in reactive energy compensation.

11.4.4 Application in the area of power supply for electrical machines

Inindustrial applications, medium and high power electrical machines require a medium voltage power
supply. The use of multi-level inverters in this case is also more appropriate. In such systems, the
semiconductors can only support a low voltage, compared to that required by the machine. The
voltage quality in terms of harmonics is better, thus reducing the adverse effects on the life of the
machine and the life of the potential grid that supplies it.

In addition, from low-voltage cells (such as batteries, fuel cells or photovoltaic cells), it becomes
possible to supply a medium voltage machine. For this reason, the three level NPC topology is widely
used in medium voltage applications using IGBTs with cooling by forced air. These applications cover a
wide range of high power loads including fans, pumps, blowers, compressors, and conveyors. However,
the multi level NPC structure has a great interest in speed variation.

Initially the multi level converter with a multi level flaying capacitor inverter topology was proposed
for high voltage of the DC to DC conversion advantageous for speed variation[. It is easy to balance the
voltages for such applications because the charge current is continuous. Currently it is widely used in
inverters and marketed as a variable speed drive[50].

Another type of multi level inverter was introduced the first time for applications of the electric motor
drives, which is the cascaded topology, in the which DC sources are isolated and separated for each h-
bridge/cell. However, in industrial applications such as the supply of high-power compressors , the
supply network is often high voltage (10kV, 11kV, 33kV, 35kV,33KV, 270KV ...).

The presence of a low-frequency transformer is almost unavoidable, in order to adapt the mains
voltage to that of the machines, it taking into account the limitation in blocking voltage of current
semiconductors.

The transformer in this case, facilitates the obtaining of isolated sources with a transformer[52]. Its
size, cost and maintenance (including cooling) are no longer a problem, since it this is a stationary

application.
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1.5 Comparison of different multi level inverter topologies

The topologies such as NPC inverters and embedded cell inverters divide their supply voltage: The
output voltage is smaller than or equal to the input DC voltage. They are capable of operating from a
continuous power supply unique. On the other hand, the structures such as series cell inverters raise
their supply voltage, so the maximum output voltage is greater than each of the supply voltages; it is
less than or equal to the sum of the supply voltages [33].

Contrary to other topologies, cell power supplies cannot be obtained from a single continuous power
supply without additional converters. In most cases, transformers are required to obtain the necessary
power supplies. The parallel coupling of transformers on the «side supply» and the addition of the «
load side » voltages leads to an increase in the voltage.

Although the choice of multi-level topology is directly related to the application and list of
characteristics, in order to minimize losses, volume and costs, usually the number of components plays
the most important role [53].

For a three-level approach, the analysis shows that neutral point clamped inverters (NPC), flaying
capacitor inverters (FC) and cascaded h-bridge inverters (CHB) require the same number of switches,
however they differ in the elements and the number of DC sources required.

For applications where only one continuous source is available, the neutral point clamped
inverters(NPC) and flaying capacitor inverters(FC) topologies are advantageous compared to the
cascaded H-bridge topologies, which require a special transformer to provide the various continuous
independent sources.

On the one hand, when the different sources are available the cascaded H-bridge topology could be
considered a suitable solution since it requires the minimum number of components [49]. This first
comparison based on the number of components allows us to draw some conclusions and to separate
the fields of application of these different converters. The NPC inverters are interesting for three-
phase applications requiring few levels. The energy stored at the intermediate level can be reduced.
Structures allowing direct conversion, such as NPC and embedded cells, are advantageous for
applications with active power exchange, where galvanic isolation is not required between power
exchange sources. Inverters of cascaded cell are very advantageous for single-phase applications
without the need for active power. when galvanic isolation is not required between power exchanging
sources.

Cascaded multilevel inverters are very advantageous for single-phase applications without active

power supply. They are suitable even for very high voltages.
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They are also preferred for applications where galvanic isolation with medium or high-frequency

transformers is required. Table II.3 summarized the big different between topologies of inverters in

terms of components and their applications.

Table 1.3 comparison of power components between different topologies of inverters

Inverter topology

Diode clamped inverter

Flying capacitor inverter

Cascaded h — bridge

Applications of different

inverter

= Variable speed motor
drives
= High voltage system
interconnections
= High voltage DC and AC

transmission lines

Control) circuit
= Static VAR generation
= Both AC-DC and DC-AC
conversion applications
= Converters with Harmonic
distortion capability

= Sinusoidal current rectifiers

Components (NPC) (FO) inverter (CHB)
DC Bus capacitor (N-1) (N-1) 0
Clamping diode per phase (N-1)(N-2) 0 0
Power semi-conductor
_ 2(IN-1) 2(N-1) 2(N-1)
switches
Balancing capacitor per phase 0 (N-1)(N-2)/2 0
Voltage unbalancing Average high Very small
main diodes 2(N—-1) 2(N—-1) 2(N-1)
Flying capacitor number 0 (N—=1)(N-2) 0
Isolated DC source 1 1 (N-1)
= Motor drives
= Induction motor control
= Static VAR = Active filters Electric
using DTC (Direct Torque
compensation vehicle drives

= DC power source
utilization Power factor
compensators Back to
back frequency link
systems
= Interfacing with renewable

energy resources.

44




CHAPTER II: The different topologies of multi-level inverters

11.6 Conclusion

Due to the ability to use more than two voltage levels to synthesize a sinusoidal voltage, the use of
multi level inverters has been increased by industry since the introduction of the three level inverter.
In addition to improving spectrum quality, when compared to standard two level topology, multi level
inverters use power devices with a low voltage ratio and lead to reduced switching losses and
electromagnetic effects. Among the multi level topologies mentioned, some inverter structures
include the neutral point clamped inverter topology(NPC), the flying capacitor inverter topology (FC)
and cascaded h-bridge inverter topology (CHB) that use the same basic concept instead of diodes,
there are capacitors. However, although these concepts have been used extensively by industry, the
practical number of levels is limited by the required number of connected clamping elements in series.
The Approaches that eliminate the need for clamping elements were emerging in recent years. The
cascaded h-bridge inverter performs the multi level voltage by connecting the single phase h-bridge
inverters in series. However, it requires that an isolated voltage sources for each single phase/cell,
which can limit the use of such a topology in some applications.

Although the majority of the multi level topologies presented so far differ in the structure of their
circuits, they all require appropriate control of the voltages of DC bus capacitor or in some cases flying
capacitors. The industrial application of these topologies differs from one domain to another and from
one topology to another. Each structure is advantageous in one area and it has disadvantages in
another, there is no multi-purpose topology each structure to its field of application. Finally, this

chapter compares multi-level topologies in terms of number of components and DC voltage sources.
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CHAPTER lll: Control strategies for three phase VSI and multi-level h-bridge inverter

lll.1 Introduction

The control strategies of multi-level converters use the commonalities that these different topologies
have in common. Among these commonalities are the achievement of redundancies between states
and output voltage levels from the interconnection of conventional switch cells and the use of power
storage elements. In this chapter, we will present the principles of control which are common to all
these converters and which are based on pulse width modulation (PWM).

In the case of multi-level converters, it is often preferable to split the signal realization into two parts.
In this sense, we usually use a modulator and a control command generator.

The modulator, based on the comparison of a low-frequency signal and high-frequency carrier signals,
is independent of the multi-level structure under consideration and depends only on the number of
output levels, whereas the control command generator can change according to the chosen structure.
The generation of the appropriate duty cycles for the control of the external and internal variables of
the converter will be carried out by linear controllers.

In this chapter a theoretical study of two level voltage source inverter and multi-level cascaded h-

bridge inverter using space vector pulse width modulation control and predictive control.

111.2 Multi-level inverter control principle
The generation of the control commands for a multi-level converter is usually done in two steps:
1. The first step is to generate the succession of output voltage levels from a
comparison between a low-frequency signal and a regularly phase-shifted carrier
signal at high frequency. The output of this first step consists of ideal multilevel
waveforms.
2. The second step of the control principle will create switching commands related to
each switch according to the studied topology and the desired voltage levels. This
step will also allow energy management in the storage elements and the distribution
of switching losses across the switch set.
Figure 111.1 shows the principle of control command generation where the modulation block represents
the modulator used to obtain the desired voltage levels and the generation block selects the next state

of the converter.
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Figure Ill.1 Multilevel converter control architecture.

111.3 Multi-level modulator

In this chapter, we will detail the advantages of using a generic modulator when generate control
commands for a multilevel converter. The most commonly used multilevel modulator is the space
vector pulse width modulation . This modulator is processed and applied to the different connections

between the switching cells .

111.3.1 Presentation of the two-level voltage source inverter
The DC to AC converter is a voltage inverter. It consists of three legs (a, b, ¢) each composed of two
transistors and two antiparallel diodes. The eight voltage vectors applied to the inverter correspond

to the different switch configurations shown in figure Il1.2.
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Figure 111.2 Three-phase voltage source inverter topology
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111.3.2 Description and operation of two-level three-phase inverter

The model of the converter in stationary reference frame abc can be written:

(Van(t) = LZ22 4 Riy(6)

Vpn(8) = L%+Rib(t) (11.1)
\Ven(®) = L2 4 Ri (1)
Where,
iz, ip and i, are the currents associated to the loads.

R and L are the load resistance and load inductance respectively, without considering equivalent

series resistor.Table I1l.1 shows the parameters of this inverter.

Table Ill.1 three phase voltage source inverter parameters

Parameter Value
DC link voltage, v, 200V
Inductance, L 20 mH
Resistance, R 1002
Sampling time, Ty 1lus
frequency, f S50Hz

Van (), vpn (t) and v, (¢t) are the load voltages, can be defined as:

(van(t) = Ugn (t) — Unn (t)
Vpn(t) = vpn (1) — vy (6) (1.2)
vcn(t) = Ucn ) — Unn ®)

van (@), vpn (t) and vy (t) are respective three-phase inverter output voltages. Figure 111.3 and

figure 111.4 show the load voltage, v, (t) and the line voltage, v, (t) respectively.
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v, () is the common-mode voltage defined as:

The load voltages can be defined as:

(111.5)
(111.6)
50

(vab ) = van(t) - vbn(t)
ch(t) = vbn(t) - vcn(t)
= Ven () — Vgn(£)

|

\wea(0)
Van () + Vpn(t) + ven(£) =0

Vap (1), vpe(t) and v, (t) are the phase to phase voltages can be written:

Assuming that the system is balanced

Where
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111.3.3 Vector modelling of two-level voltage source inverter

The output voltages v,y (t) , vpn(t) and vy (t) of inverter are determined by the switching states
S; (where i = a, b, ¢), which are supposed perfect (figure 111.2) ,that define the values of the output

voltages witch can be derived as:
ViN = Si'vdc (|||7)

If the top switches S;, S, and S3 are turns "on" (separately or together) , then the phase voltages
Van » Vpn, Ven €qual to +v,,. Else the top switches S;, S, and S3 are turns "of f" the phase

voltages (Van, Vpn, Ven) is equal to null value (v;y = OV )(table 111.2).

= §; = 1 if the top switch is closed (on) and the bottom switch is open(off),

= S, = 0 if the top switch is open (of f) and the bottom switch is closed (on).
Different combinations of the three states (S,,Sp,S.) because The bottom switches are
complementary to the upper switches, means eight possible states of the vector VS):
000,001,010,011,100,110,110,111, two between them correspond to the zero vector(000,111).

The zero vectors are placed in the origin of the axis (Figure I11.5).
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Figure 111.5 Two-level inverter space vectors diagram in af8 coordinate.

— 2 jra jAn
Vs = 3 Vac [Sa+Sbe 3 +Sce 3] (11.8)

{70 & [Sa,Sp,Sc] = [0,0,0] (111.9)

V', © [S4,Sh S = [1,1,1]

51



CHAPTER lll: Control strategies for three phase VSI and multi-level h-bridge inverter

Table 1.2 switching states for each phase/leg.

Sa Sb SC
Switching
states $1 S1 Van | S2 Sz Van | S3 S3 Van
1 on off | +vy. on off | +vy. on off | +vy,
0 off on 0 off on 0 off on 0

111.4 Space vector modulation control
111.4.1 Space vector pulse width modulation principle

The principle of space vector modulation consists in reconstructing the voltage vector V.. from eight
voltage vectors. Each of these vectors corresponds to a combination of the switch states of a three-
phase voltage inverter; it is not based on separate calculations of the modulations by each of the

inverter legs.

This technique follows this steps:

* The reference vector V. is calculated globally and approximated over a
modulation period T by a medium voltage vector.

=  For each phase, the modulation period T; centered on the period whose mean
value is equal to the value of the reference voltage at the sampling time.

= All half-bridge switches have the same status at the centers and ends of the
period.

= A combinatorial analysis of all possible switch states allows the voltage vector

Vrer to be calculated.

The reference vector V.. is approximated on the modulation period, by the generation of an
average vector elaborated by the application of the available vectors (Table.lIl.3).

It consists in considering the three-phase system as a two-phase system, and applying a Clarke
transformation to it to bring it back into the aS-plan.

This vector is not directly achievable by the inverter switches, but the three nearest configurations
(located on the summits and in the center of the hexagon) can be searched and applied successively

for an adequate fraction of the sampling period, so as obtain in average value the desired vector.
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The three-phase system of voltages to be generated for the current sampling time can then be

represented as a single vector in this plane (figure II1.6).

v 1 0

an , [_l \/_5 -l Va

Ubn| = 3 2 2 | (1.10)
1 31 LV,

L I b S

b JB a

Vﬂ _________ Vref
9
S— >a

c

Figure I1.6 The reference vector in the two and three dimensional plane.

Table I11.3 All switching states and its corresponding voltage vectors.

Vector S, S, S. V. Vy V. Ve Vg Magnitude  Angle
Vo 0 0 O 0 0 0 0 0 0 0
Vi 1 00 % Vac - % Vac % Vac % Vac 0 g Vac 0
Va 1 10 % Vic % Vac - % Vac % Vac % Vac % Vac g
Vs 0 1.0 - % Vac g Vac - % Vac | — % Vac % Vdc g Vac Z?TC
A 0 1 1 —%vdc %vdc %vdc —%vdc 0 gvdc .
Vs o 0o 1 - % Vac = — % Vdc % Vac  — % Vac | — %Udc g Vac 4?7[
Ve 1 0 1 % Vac - % Vac % Vac % Vac  — %Udc g Vac 5;
\ 1 1 1 0 0 0 0 0 0 0
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111.4.2 Definition of the reference vector

These are the instantaneous phase voltages:
Vgn(t) = v~ sin(w(t))
. 21
Vpn () = v - sin(w(t) — ?) (m.11)
| ven (t) = v - sin(w(t) — 43—”)
The reference vector V,..r can be defined in several ways in the voltage plane. The magnitude and

angle (determining in which sector the reference vector is located) of the reference vector are:

Vier| = /Vaz + Vg (11.12)

0= tan‘l(‘;—f) (11.13)

Vier = |Vrer| - €7 (111.14)

The reference voltage can then be expresses as:

2T AT

Vier = Va +jVp = [van + Vpne’ s + vne’ 3] (I11.15)

I N

. 2
Vier = Va+J Vg =35Wan +a-vpn + a? - vg,) (I11.16)

2T

Where a is givenby a =e’s

Inserting the phase shifted values for v,,,, v,, and v,,, gives:
Vier = Vo +jVp = [van + cos( )vbn + cos( )vcn] + ] [sm( )vbn sin ( 3 )vcn] (1m.17)

Vref ( Van +] (vbn vcn) (”|-18)

The reference vectors on the af5-axis can then be described as:

1 1
K _zft T2 T I11.19
E] R (1119)

Vel [0 5 -5
v, = %[van - %vbn lvcn (1m.20)
—3[“—§ fvcn (111.21)

111.4.3 Sector determination

The voltage vector Vref is of amplitude /Vaz + VBZ rotating in the anticlockwise direction with an

angular speed 6, which follows at any time in one of the six vectors, as shown in figure 111.7.
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The angle and the magnitude are determining by Clarke transformation, they determining in which the

reference vector is located (Figure 11.7).

7

Sector
@

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
Time (s)

Figure I11.7 Sector identification

1.5 Approximation of voltage vector control
111.5.1 Duration times
The control voltage vector V}ef is approximated, over the modulation period T, by the generation of
a mean voltage vector 171- (i=0,..,7) elaborated by applying the adjacent active vectors I7i and I7i+1
and the zero vectors VO and 177 .
For this purpose, the reference vector Vref is sampled at the frequency f; = Tis
The sampled value of I_/;ef is then used to solve the following equations:
Vyer = TlS(T0 Vo + Ty Vi + Ty Vigr) (I11.22)
With,
Te=Tog+T; +Tiyq (1m.23)
T, is the time of application of the zero vectors (Vy, 7).
V; and I7l-+1 are the two vectors that delimit the sector (i) of the reference vector I_/;ef.
Therefor, for the sectorone (0 < 0 < m/3), I_/)ref can be defined with V,, V; and V,.
Vref in terms of the duration time can be considered as:
Vyes =;—:-V0+%-Vl+;—j-V2 (111.24)
With its magnitude and angle the position of V.., V, V1 and V;, can be described as:
Vier = Vrefejg = Vyes(cos(8) + jsin(0)) (n1.25)
Vo=0 (n.26)
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Vi =2v4 (111.27)

v, = gvdcejg = gvdc(cos (g) +jsin(§)) (111.28)
The real part : TsV;.. cos(8) = T1§Vdc + T, évdc
The imaginary part : TsVy¢r sin(8) = T, %vdc
T; and T, is then given by:
T, =T @sin G - 9) =Tym sin(g —-0) (11.29)

dc

\/?_’Vref

Vdc

T, =T sin(B) = Tymsin(0) (11.30)

‘/§Vre f

Vdc

m is the modulation index with m =

The general equations to receive the duration times in each sector by choosing "n" as the number of

the sector (i = 1,2,3,4,5,6) are given by:

T, =Ts-m- [sin(g i)cos(6) — cos(g i)sin(e)] (1.31)
Tiz1 =T -m- [cos(g (i —1))sin(B) — sin(g (i — 1))COS(9)] (1n.32)

Table 1.4 Duration times for each sector

Duration times
Sectors
T T, Ty
Fis
1 Tg-m- sin(§ —-0) T - m - sin(6) T,—T,—T,
. 2m . T
2 TS'M'SIH(?—Q) Ts-m-sm(9—§) T,—T,—T;
. 2m
3 Ts -m - sin(r — 6) Ts-m-sin(B—?) I =TT,
4m .
4 Ts-m-sin(?—e) Ts - m-sin(0 — m) T,—T,—Ts
5t 4
5 Ts-m-sin(?—e) Ts-m-sin(B—?) T,—Ts —Tg
. 5n
6 Ty -m-sin(2m — 6) Ts-m-sin(G—?) Is—Ts—Th
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111.5.2 Definition of the state vector sequences

The desired voltage vector is obtained as an average value over a modulation period by successive

application of the adjacent state vectors 17} , 7i+1 and the zero vectors 170 and 17)7

v, (3)(®)[1,1,0]

'V, Vier
T

(1)(7)[0,0,0]

®HI11,1] (2)(6)[1,0,0]

v

T, Vy
Ts

A

(@) (b)

Figure I11.8 Space vector diagram for sector 1 (a) the duty cycle for each vector (b) its switching states.

V; and 7i+1 delimit the sector of the plane in which Vref is located.

In addition, in order to reduce switching, the zero vectors to be applied are selected as follows:
. 70) is used before and after odd vectors

. 77) is used before and after even vectors

For the sector« A » it goes through these switching states: V,[000]-V,[100]-V,[110]-V,[111]-

77[110]—V2[100]—V1[000], one round then back again.

The succession of voltage vectors can be represented by the diagram in figure 111.9.

Vo Vi Visa Vs Vs Visa Vi Vo
To I Tiva To To Tisa Ti To
4 4 4 4 4 4 4 4
) T, a T, g
< 2 2 >
T

111.5.3 The dwell times

Figure I11.9 Time sequences for application of vectors in a sampling period T.

Figure 111.10 (a) and (b) shown The dwell times T;, T, and T5 and the phase voltages v,,, vpnand v,

respectively for all sector A, B, C, D, E and F respectively . For each sector there are 7 switching states

for each cycle. It always start and finish with a zero vector.
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Sector A
0,0,0

Vac

1,0,0

1,1,0

1,1,1

1,1,0

1,0,0

0,0,0

Sector B

0,0,0

Ve ---

1,1,0

1,11

1,1,0

0,0,0

Sector C

0,0,0

1,11

0,0,0

A o
ﬂ VZ [1!1;0]
\
\
\
\
\
Sector A \
\
\
\\
Vref \
\
0 \\
V,[1,1,1] 7T/ 3 \\
7%2[0,0,0] 100 ¢
A
V5[0,1,0] B V>[1,1,0]
\ Sector B 5 /
N Vrer 7
\ /
\ /
\ /
AN /
\
\ /
\ /
\ /
\ /8
(1,111 N/ -
V() [05010] a
A
a

Figure 111.10 (a) Phase voltages v,y, Vpy ,Ven @and its switching states for the sectors: 4,B,C
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Sector D
0,0,0
Vdc

0

0,0,1

0,1,1

1,11

0,11

0,0,1

0,0,0

Vac

UpN

174[0_,1\41]

AN
\ Sector D //

/
\\ y

\ //ﬁ
\\/ V5 [01011]

Sector E

0,00 00,1

1,0,1

1,0,1

0,0,1

0,0,0

1,11

1,0,1

1,0,0

0,0,0

N,/ Vg[1,01]

Figure 111.10(b) Phase voltages v,y, Vpy ,Ven @and its switching states for the sectors: D,E, F
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111.6 Basic principle of space vector PWM of a three-level h-bridge inverter
The diagram representing the topology of a three-phase h-bridge inverter given in figure 111.11.

This inverter topology produces three voltage levels (—vg4., 0,+ v,4.) depending on the voltage of the
DC source v . and the state variable S;, where 'i’ is the phase indicator (i = a, b, ¢). S;1, Si2, Si3, and

S;4 are switches for phase/cell 'i', and v;y is the phase voltage between the phase 'i' and the fictive

point N.

Vac ———=

Figure 11l.11 Three-phase three level h-bridge inverter topology

Table IIl.5 Three-phase h-bridge inverter parameters

Parameters Values
DC link voltage, v, 100V
Inductance, L 10 mH
Resistance, R 0.5
Sampling time, T 10 us
frequency, f 50Hz

111.6.1 The switching stats
Considering the C combinations states of the state variable S; (S; = +1,0,—1), it obtain the C?

possible combinations states for a three-level inverter (where p: is the number of phases.
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The operating principle is shown in table 111.6 in order to obtain the three desired voltage levels from

one phase/leg (figure 111.12) [54]. The inverter must ensure that the complementary between the

switch pairs: (Sjq, Si3) and (Si2, Sia)-

Va

||||||||||||||

Figure 111.12 Single-phase h-bridge inverter

Table I11.6 switching stats of three-phase h-bridge inverter

Q Q
S S
=+ _
Yo
©
)

S | —
Il + [
T
A
7
(9]
2|~ |o —
s |\
L od
wv
1]
£
<
[*}
£ | -
m&...l o

v;y is dependent to the DC voltage v, by the equation:

(111.33)

Uiy =

Vac(Si1 — Siz)

Figure I11.13 The line voltage v,
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The simple voltage v;,, between the phase and the neutral point is a function of the voltage v;y:

Vin(t) = vin () — vy ()
Where,
v,y (t) is the common-mode voltage

Andi=a,b,c

150

100

l‘\

n n

g

]
| R

50

Il
|

|
|
0

van(V)

i N N N e

‘ H‘I l II!‘HH i - 1w
L] I

WO W

-150
0

0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
Time (s)

Figure 11l.14 The load voltage v,
Assuming that the system is balanced, the sum of v;,, is equal to zero:
Van () + Vpn(t) + ven(£) =0

By the expressions (I11.34) and (l11.35) it is found:

Vo (8) = 5 [Wan () + vpn (£) + Ve (D]

By replacing the (111.36) in (I1l.34), we obtain the following system:

Fa®) [3 T F] [P ®)
| R |
[Ubn(t)‘ =5 3 3 'lvaN(t)‘
Ven (£) E = 5] van ()

By applying the Clarke transformation to the vector it find:

Vo

Vg

(111.34)

(I11.35)

(111.36)

(11.37)

(111.38)
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Figure I11.15 shows the representation of twenty-seven voltage vectors for a three-level inverter.

V,[-1,+1,-1] Ve[0,+1,—-1] V,[+1,+1,—-1]

Vio[=1,+1,0] Vi[+1,-1,-1]

Vis[—1,-1,+1] V15[0,—1,0] Vie[+1,—1,+1]

Figure 111.15 Voltage vectors for a three-level inverter.

The surface of the hexagon can be divided into six sectors (A to F), each sector is divided into four
regions (1 to 4) giving quite twenty-four regions.
Depending on the size of the voltage vectors, we divide them into four groups:
= Zero voltage vectors:V, V, and V,,4, which are in the middle of the diagram. These vectors connect
the three phases at the same voltage level.
= The small (short) voltage vectors: V,, Vs , Vg, V311, V14 and V; 5, which can be obtained by two different
vectors.
= The medium voltage vectors: Vs, Vg, Vo, Vi3, Vis, and V;g, which always have an output connected
to the middle point of the DC bus.
= The large (Long) voltage vectors: V;, V,, V5, V44, V13 and Vi, which generate the amplitude of the
largest output voltage.
As in two-level voltage inverters, the vector pulse width modulation technique applied to multi-level
inverters follows the same calculation steps (figure 111.7) [55]:

= Determination of the duty cycles of the switching vectors T,, T;, and T, for each region.
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= Determination of the switching period of each switch: S4: [Sq1,Sa21,8b: [Sh1,Sp2], Se: [Sc1s Sezl.

Table 1.7 The different vectors corresponding to different switching states

Switching
Vector |Vector tat -
group |number = Van | UbN | VeN Van Vbn Ven Va Vg |Vref | 0
s, |s, | s.
1 0 0 Vac 0 0 Udc/3 _vdc/6 _Udc/6
VZ Udc/?) 0 1/3 0
0|-1]-1| 0 | —vac| —Vac| Vac/3 | —Vac/6 | —Vac/6
11110 | vy |vge | O Vac/6 | Vac/6 | —Vac/3
Vs vac/6 | vac/2V3 | Y3 | T/3
0 0 '1 0 0 _Udc Udc/6 vdc/6 _Udc/?)
0 1 0 0 de 0 _Udc/6 vdc/3 _Udc/6
Ve ~Vac/6 | vac/2V3 1/3 2”/3
Small 110 | -1 —vae| O | —vac| —Vac/6 | Vac/3 | —Vac/6
vectors
0|11 0 | vac | Vac | —Vac/3 | Vac/6 | Vac/6 1
Vi —V4./3 0 /3 i
-1 0 0 —Vgc 0 0 —UdC/S vd5/6 vdc/6
0 0 1 0 0 de _Udc/6 _vdc/6 vdc/?)
V14 _vdc/6 —Udc/2\/§ 1/3 _Zﬂ/3
-1)-1 0 | —vac| —vac| O ~Vac/6 | —Vac/6 | Vac/3
11011 |vge | O | vge | vac/6 | =Vac/3| vac/6 B
V17 UdC/6 _de/Z\/§ 1/3 T[/3
0|-1]0 0 | —vg| O Vac/6 | —Vac/3 | Vac/6
1
Vs | 1] -1| -1 | vae | =Vac| —Vac| Vac/2 0 ~Vac/2 | Vac/2 | vgc/2V3 /\/g /e
1
Vo |1 | 1| -1 vae | Vac | —Vac 0 Vac/2 | —Vac/2 0 vae/V3 | 7/ V3 /3
1
Medium Vo 101 -1 “Vac| Vac | ~Vac _vdc/z vdc/z 0 _vdc/z 'Udc/z‘/§ /\/§ 57T/6
vectors 1 —
Viz -1 1 1 ~Vdc| Vdc Vdc _vdc/z 0 vdc/z _Udc/z —Udc/2\/§ /\/§ 51T/6
1 _
Vis | -1 -1 1 | =vac| —Vac| Vac 0 —Vac/2 | Vac/2 0 —v4./V3 /\/g T/,
1 _
Vie | 1| -1 | 1 | vac | —Vac| Vac | Vac/2 | —Vac/2 0 Vac/2 | —vg4./2V3 /\/g /o
Vi | 2101w | 0 | -vge|—vae/3!| 2v4c/3 | —vae/3 | 2v40/3 0 2/q 0
Vs 01 |-1| 0 | vge | =Vac| vac/3 | vac/3 | Vac/3 | vac/V6 | vae/V3 2/3 /3
Large V7 11 0 | —Vac| Vac 0 ~Vac/3 | —Vac/3 | 2Vac/3 | —Vac/3 Vdc/\/§ 2/3 2”/3
VS |y |1 0| L | —vge| O | Vae | —2v4c/3 —2v4c/3 vae/3 | -2vac/3 O 2/ | m
V13 0 -1 1 0 —Vac| Vac _Udc/3 _de/S _vdc/3 _vdc/3 _Udc/\/g 2/3 _2”/3
Vie | 1|10 | vac | —Vac| O | vac/3 | vac/3 | —2Vac/3 —Vac/3 | —vac/V3 2/3 /3
¥ 0|0 0 0 0 0 0 0 0 0 0 0 0
zZero
o |y, 111|000l o0 0 0 0 0 0o | o
Ve | 1|22 0| 0| o 0 0 0 0 0 0 0
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111.6.2 The duty cycles

todescribe the reference voltage vector V;.., we use the space vector transformations:

= 2 2T AT
Vrer == (Van + Vane’s +Vone’s) (111.39)
Vyer = Vet (111.40)

Vref can be described with the three nearest voltage vectors [Va, Vb, 17;] This selection is based on the
magnitude of the reference vector Vref and its angle 6. For one cycle:

Vier = Ta'Va+Tb 'V)b +Tc"7c (1n.41)

We take the case where the reference vector is in sector A and its region 1,2,3 and 4.

111.6.2.1 The duty cycles in the first region

If the vector V; is chosen as the reference vector, the voltage vectors on the axis can be described as:

Vo=Vy ==+
Vy=Vs=21-e¥ (111.42)
V.=V =0

Figure 11.16 represent the projection of the reference vector when it is in first region of sector A.

B _
A Vul+1,+1,—1]
_ [4]
Vs[+1,+1,0]
[0,0,—1] Val+1,0,—1]
Vref
V,[0,0,0] [1]
Vo[+1, 41, +1] > a
Vig[-1,-1,-1] V,[+1,0,0] Vi1, -1,-1]

[0,—1,-1]

Figure 111.16 Projection of the reference vector in the first region.

The adjacent vectors are: V,, V, and Vs

Ty Vyer =Ty Vo + Ty Vo + T, Vs (111.43)
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Vyer in forms of the real and imaginary axis:

a5 g feos@]_ . 1 _[cos(0) 1 |eos
Ty« [Vyer| [sin(9) =T, %" Vac [Sin(o)]+T5 7 Vac sin(®) (111.44)

Dividing the equation into real and imaginary part eases the calculations of the duty cycles:

The real part:
Ts * Vyes - c0S(6) =%-Tb +%-TC (I11.45)

The imaginary part:
. Vdc
Ts * Vier " sin(6) = 235- T, (11.46)
Te=Ty+ Ty + T, (111.47)
from the equation (111.46) it obtain:
T, = 22T5Vrer i ) (111.48)
Vdc
We replace the expression of T, in (I11.45), it find:
_ A2MsVrer o (T
Ty = === sin (3 9) (111.49)
By replacing the expression of Tpand T, in (I11.47),it find
T,=T,—T,—T, =T, [1 _ BI2Vrer G+ 9)] (111.50)
Vdc 3
m is the modulation index, m = Ni& .
dc
The duty cycles is then given in form of:
T, = T[1—m-sin(5+6)]
T, =m-T;-sin(3—0) (.51)
T, = m- T - sinf
111.6.2.2 The duty cycles in the second region
Figure 111.17 represents the projection of the reference vector in the second region of sector A.
The vectors concerning are: I71 , I72 and V3 .
Ty Veer =Ty Vo -+ Ty Vi + T, V3 (111.52)
T
cos—
6] (111.53)

_ ] 1 1
Ty Vrerl - [Sos o] = Ta'%@'”‘“'[0]+Tb'\E'vdc'[o]JrTc\/_lf'vchinf
6
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A Vol+1,+1,—1]

_
Vs[+1,+1,0]
[0.0,-1] Va+1,0,-1]
V,[0,0,0]
Vo[+1,+1,+1] R
Via[-1,-1,-1] V,[4+1,0,0] Vi, —-1,-1]

[0,—-1,—1]

Figure 11.17 Projection of the reference vector in the second region.
From imaginary part of (111.53), it find:

2V2 T Vyes i

Vdc

T, = né

And Tb: Ts_Ta_Tb

By replace the expression of T}, and T, in (111.40) we find :

T, =T, [2 —%-sin(§+9)]
dc
From the equation (l11.55):
T, =T, [%sin (3-0)- 1]

Vdc

Ta=m-T5[2—m-sin(§+9)]
Ty =T;[m-sin(3-6)-1]
T, = m- T - sinf

111.6.2.3 The duty cycles in the third region

Figure 111.18 represents the projection of the reference vector in the third region of sector A.

The adjacent vectors are: V,, V3 and V5

TS'V)refZTa'VZ)"I'Tb'VS)‘l' TC.VS)

(111.54)
(111.55)
(111.56)
(111.57)
(111.58)
(111.59)
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U T
= cos @ 1 1 cos3 1 cossy
Tg - |V, [ =Teg-="v -[]+T~v : +T.-=-v
N |ref| sin a e dc 0 b dc SinE N dc SinE
3
B .
A V,[+1,+1,—1]
_
Vs[+1,+1,0]
[0,0,—1] V3>[+1‘0’_1]
V5[0,0,0]
Vo[+1,+1,+1] R
Vig[=1,-1,~1] V3[+1,0,0] Vi1, -1,-1]

[0,—1,-1]

Figure 111.18 projection of the reference vector in the third region.

From the imaginary part of equation (111.60):

2V2TsVyep .
— si
Vdc

TC= n9—Tb

By replace the expression of T,. in (l11.61) it find :

2V2TsVyep .
— si
Vdc

1= 1 BT )

Then, by replace the expression of T, and T, in the real part of equation (11.60):
_ Zﬁvref . T
T, =T [v—sm (E + 9) - 1]

(.61) > T, = X2Vrer g

Vdc Vdc

T, = Ts[1 —m-sin(0)]
T, =T [m-sin(§+6)—1]

TC=TS[1+m-sin(9—§)]

in(6) — T [—varef sin (g + 6) — 1] =T, [—Zﬁvref sin (6 - g) + 1]
dc

(111.60)
(11.61)
(11.62)
(11.63)
(111.64)
(111.65)
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111.6.2.4 The duty cycles in the fourth region

Figure 111.19 represents the projection of the reference vector in the fourth region of sector A.

The adjacent vectors are: V3, V,and Vs

Ty Vie =Ty Vs -+ Tp - V3 + T, - Vg (111.66)

T T T
R cos 6 _ 1 COSE 1 COSE 3 COS;
Ts'|Vref|'[sin9 = Ta'\/_g'vdc'[sinz +Tb'T§'Udc' sin® +T.- 5 Vdc sin® (11.67)
3 6 3
T, =T, +Ty+T. (111.68)
B .
A Vu[+1,+1,-1]
ref
Vel+1,+1,0] /
0,0, 1] V5[+1,0,—1]
V[0,0,0]
Vo[+1,+1,+1] > a
Via[-1,-1,-1] V,[4+1,0,0] Vi, —-1,-1]
[0;_1'_1]

Figure 111.19 Projection of the reference vector in the fourth region.

By use the expression of (I11.67),,the expression of T, is given by :

T,=T,- [% Vyer -sin(0 — 1) (111.69)

By replace the expressions of T, and (I11.68) in (111.67), we obtain :

T, =T,- [2 _ BT Vrer i (e + g)] (111.70)

Vdc

T, = T[m-sin(6) — 1]
T, = m.TS-sin(g— 9)
T, =T+ [2 —m.sin(§+ 6)]

(1.712)

In the same way, the switching times for the other sectors (from B to F) are calculated, and than are

summarized in the following table II1.8.
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Table 111.8 Time expressions of switching times for voltage vectors in different sectors and regions.

Ti

Region 1

Region 2

Region 3

Region 4

m-Ts-sin(g—G)
Ts[l—m-sin(g+9)]

m - T - sinf

Ts.m - sin (6 - g)
T,[1 —m - sin(6)]

Ts.m.sin (g + 0)

m - T - sinf

Ts[l—m-sin(a—%)]

—Ts.m.sin (g I 0)

—m- Ty - sinf
Ts[1+m-sin(g+9)]

Ts. m.sin (g - 9)

T
Ts. m.sin (§ F 9)
Ts[1 + m - sin(6)]

Ts. m. sin (g = 9)

Ts.m.sin (g + 9)

Ts[1+m-sin(g—9)]

—m- Ty - sinf

Iy [2—m-sin(§+ 9)]
m- T - sinf
T [m-sin(g—e)—ll

T [m-sin(g+ 9) - 1]
Ts.m - sin (0 - g)
T,[2 —m - sin(6)]

TS[Z —m-sin(@ —g)]
Ts;.m.sin (g + 9)
Ts[m - sin(9) — 1]

Ts[m-sin(g—e)—l]
—m- T - sinf

Ts[Z—m-sin(0+g)]

Ts[2 + m - sin(9)]
T
Ts. m.sin (§ = 9)

=1lg [1 + m - sin (g+ 9)]

—T,[1 + m-sin(8)]

Ts.m.sin (g + 9)

TS[2+m-sin(6—g)]

T,[1 —m - sin(6)]
Ity [m-sin(g+ 9) = 1]

TS[1+m-sin(9—g)]

T [1 —m-sin(g+ 9)]
Ts[m - sin(6) — 1]

Ts[l—m-sin(e—g)]

Ts[l+m-sin(9+g)]

Ts[m-sin(e—%)—l]

Ts[1 —m - sin(6)]

Ts[l—m-sin(e—g)]
-T, [1+m-sin(g+9)]

Ts[1 + m - sin(6)]

Ts[l +m-sin(g—9)]
—Ts[1 + msin(0)]

Ts[1+m-sin(9+g)]

Ts[1 +m - sin(6)]

Ts[m-sin(g—e)—l]

Ts[l—m-sin(6+%)]

Tg[m - sin(@) — 1]
m.Ts - sin (g = 9)

T.[2=m-sin (g+ 0)]

T,[2 —m - sin(6)]

Ts.m - sin (9 +g)

Ts[m-sin(ﬁ—g)—l]

—Ts [1 +m - sin (g+ 9)]

m - T - sinf

Ts[Z—m-sin(B—g)]

Te[2+m-sin (6 +%)]
Ts. m.sin (g - 0)

—T[1 —m-sin(9)]

T [m-sin(B —%) = 1]
Ts;.m.sin (9 aF %)

Ts[2 + m - sin(6)]

TS[2+m-sin(0—g)]
—m- T sinf

Ts[m-sin(6+g)—1]
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1.7 The modulation algorithm
After the determination of the duty cycles, the choice of a modulation algorithm is required according
to the following criteria:
= The choice of zero vector if we would like to use V, (0,0,0),or V; (+1,+1,+1) or V3, (-1,-1,-1).
= Switching vector order.
= Divide the duty cycles of the switching vectors without presenting the additional switches.
There are four kinds of vector modulation algorithm mentioned as follows:
1. The Right aligned sequence.
2. The Symmetric sequence.
3. The alternating zero vector sequence.
4. The High current not-switched sequence.
in this thesis we used the symmetric sequence algorithm. because it is advantages compare to other
modulation sequences among them the lowest total harmonic distortion (THD)[56]. Figure I11.20 show
the switching directions for three-levels inverter using space vector pulse width modulation by

symmetrical sequence algorithm.

Figure 111.20 The Switching times directions using symmetrical sequence modulation.
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111.7.1 Sequencing of the switching times

In the same way, each switch in each phase/leg has its own output waveform as for the two-level
inverter. For each of the sectors, it will be described the different waveforms achieved. Several
selected properties must be taken into account in order to have a symmetrical pulse width modulation

in terms of commutation. Each waveform is symmetrical in terms of half switching period.

111.7.1.1 Sequencing of switching states for sector A

a. Switching states of the first region
Figure 111.21 shows the phase voltages v,y , vy and vy for the first region in sector A for the three
level inverter.
(Sa1r Sa1): (Sp1, Sp1) and (Sq1, S¢1) are the switching stats of the vectors V, , V, and V5 respectively.
(Si1, Si1): are the switching times of the upper switches for cell i.

Ty, T and T5 are the switching times of the vectors V; , V, and V5 respectively.

Vie Vo Vs Vo Vs Vo Vo Vo Vo Vg Vo Vs Vp Vi

~1,-1,-10,-1,-10,0,—-1 0,00 ' 1,00 1,10 . L1,1| 11,1 11,0 1,00 ' 0,00  00,-10,—1,—-1-1,-1,-1

Figure IIl.21 The phase voltages vy, Vpn and v,y in the first region « Sector A »

2424 E) s, =B T4

: Sa1=2'(4 4 8
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T, T, T T, T, T 1
5a2:2_(:“+f+7b+f+f+;b) = Saz = Sa1 +5;Ta +Tp + T¢)
—2 (% T )
n Sb1—2.(4+8) :551)1—24'4

Sb2=2.(%+%+%b+%+%+%b) = Sh2 =5b1+%(Ta+Tb+Tc)

T Tg  Te , T 1
. SCz=2.(Tb+:+:+?b)35c2:SC1+E(Ta+Tb+TC)

b. Switching states of the second region
Figure I11.22 shows the phase voltages v,y , Vpy and v,y for the second region in the sector A of

three-level inverter.

Vs Vi Vs V, | V2 V3 Vi v,
-1,-1 1,-1,-1 1,0,-1 1,00 |1,00 1,0,-1 1,-1,-1 0,-1,—1
+de
Van 0
0
UbN —vy
c
0
UCN —Vac
T2 T1 T3 T2 TZ T3 T1 T2
4 2 2 4 4 2 2 4
Ts

Figure 111.22 The phase voltages v,y, v,y and v,y in second region «Sector A»

T, T, T T,
* S =2.(2+ZE+D) > 5, =B24T.+T,
o (Ta T, To, Ta e LT
saz_z.(4+2+2+4):>sa2 Sar +
u Sb]_:O

sz :2(%4'%) :)szsz"'%
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c. Switching states of third region

Figure 111.23 shows the phase voltages vy, Vpy and vy for the third region in sector A of three-

level inverter.

VZ V5 V3 VZ V5 V5 V2 V3 V5 Vz
0,-1,-100,-1  1,0,—1 1,00 110 [1LL,0 | 1,00 1,0,-1 0,0,—10,—1, -1
+de
Van 0
+de
Upn 0
Vac
0
Uen
—Vac
T, Ts T5 T, Ts Ty T, T3 Ts T,
4 1 2 i 4 | 4 4 2 4 4
T

Figure I11.23 The phase voltages v,y, Vpy and v,y in the third region «Sector A»

Ta Tc 1
1. Sa1=7+;+Tb Sa2=Sa1+E(Ta+TC)
Tc Ty Tc
2. Sb1=; Sb2=5b1+(Tb+7+E)
Ta | Tc
3 S,=0 Sz =2.(2+%)

d. Switching states of fourth region

Figure 111.24 shows the phase voltages v,y , Vpn, Vcny for the third region in sector A of three-level

inverter cells/arms .
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Vs Vs Va Vs | Vs Vy V3 Vs
0,0,—1 1,0,—1 1,1,-1 1,1,0 | 1,1,0 1,1,-1 1,0,-1 00,1
+Udc
Van
0
+Vgc
UbN
0
0
Uen
—Vac
TS T3 T, TS T5 T4 T3 TS
4 2 2 4 4 2 2 4
T

Figure I1.24 the phase voltages v,y, vpny and v,y in the fourth region « Sector A ».

T Tc
1 Sq=F+T,+Ty Saz = Sa1 + %
T, T,
2. Sb1=;c+Ta Sb2=Sb1+(Tb +;C)
Tc
3. SCl = 0 SCZ = E

The switching times for the other sectors (from B to F) are calculated . it summarize in the following
table II1.9. Therefore, the switching times of the switches at the bottom for the three-inverter cells

(Si3, Sis) in any region can be determined using these expressions:

{Sis =Ts— S

11.72
Sia = Ts — Siz ( )
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Table I11.9 Switching times of the switches at the top of the three level h-bridge inverter.

sector

Sa1
Saz
Sh1
Sh2
SCl
SCZ
Sal
Sa2
Sb1
Sbz
Sc1
ScZ
Sa1
SaZ
Sh1
Sbz
Sc1
Sc2
Sal
Sa2
Sb1
Sh2

Region 1

(Ty +T,)/2+Tp/4
Sa1+ Ty + Ty +T.)/2
Ty/4+T./2
Sp1+ (T, + T, +T.)/2
Ty/4
S+ (T, + Ty +T.)/2
Ty/4+T./2
Spr+ (T, + Ty, +T,)/2
(T, +T,)/2+ Tp/4
Sp1+ (T, + Ty +T,)/2
Ty/4
S+ Ty +T, +T.)/2
Ty/4
S+ T, +T, +T,)/2
(Ta +T)/2+ Ty /4
Spr+ (T, + Ty, +T,)/2
Ty/4+T./2
Sp1+ T+ Ty, +T,)/2
Ty/4
Sa1+ Ty + Ty +T.)/2
Ty/4+T./2
Sp1+ (T + Ty +T,)/2
(T, +T.)/2+Ty/4
S+ T+ T, +T.)/2
Ty/4+T./2
Sa1+ Ty + Ty +T.)/2
Ty/4
Spr+ T+ Ty, +T,)/2
(T, +T.)/2+T,/4
S+ (T, + Ty +T,)/2
(T, +T.)/2+Ty/4
Sa1+ (T, + Ty +T,)/2
Ty/4
Spr+ (T + Ty +T,)/2
Ty/4+T./2
Se1+ (T, + Ty +T.)/2

Region 2
T, + Ty + (T./2)
Sar + (Ta/2)
0
T, +Ty/2
0
T,/2
0
T, +T./2
T+ Ty +T./2
Sar +T./2
0
T./2
0
T,/2
T+ Ty +T./2
Sar +Ta/2
0
Ty +Tp/2
0
T./2
0
T, +T,/2
Ty + T, +T./2
Sar +T./2
0
Ty +Tp/2
0
T,/2
T+ Ty +T./2
Sar +Ta/2
Ty + Ty +T./2
Sar +T./2
0
T./2
0
T, +T./2

Region 3

T, + (T, +T.)/2
Sa1 + (Ta + Tp)/2
T./2
Spr+Tp + (T, +T,)/2
0
(Ta +Te)/2
T./2
S+ T+ (T, +T,)/2
T, + (T, +T.)/2
Sp1+ (T, +T.)/2
0
(Ta +To)/2
0
(Ta +To)/2
T, + (T, +T.)/2
Spr+ (Ty +T.)/2
T./2
S+ Ty + (T, +T.)/2
0
(Ta +Tc)/2
T./2
Spr+Tp + (T, +T,)/2
T, + (T, + T,)/2
S+ (T, +T.)/2
T./2
Sai + Ty + (T, +T.)/2
0
(Ta +Tc)/2
T, + (T, +T,)/2
S+ (T, +T.)/2
Ty + (T, +T,)/2
S+ (T, +T)/2
0
(Ta +T.)/2
T./2
Se1+ Ty + (T, +T,)/2

Region 4

To+Tp + (T/2)
Sar + (T:/2)
(Ta +To)/2
Spr+Tp + (Tc/2)
0
T./2
0
Ty + (Ta/2)
T, + T, +T,/2
Sp1 +Ta/2
0
T./2
0
T./2
T, +T,+T,/2
Sp1+Tc/2
(To +T)/2
S+ Ty +T,/2
0
T,/2
0
Ty + Tp/2
T, + Ty +T,/2
Sa1 + T, /2
(Ta +T)/2
Sg1+Tp+T./2
0
T,/2
T+ T, +T./2
Ser +T,./2
T, +Ty,+T,/2
Sa1 + T, /2
0
T./2
0
T, +T,/2
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111.8 Model predictive current control

After having presented the space vector PWM strategy usually used to control multi-level converters,
this part of this chapter will be devoted to the presentation of the predictive control strategy. This type
of control strategy is more and more used for the control of static converters due to its ease of
implementation, its good dynamic performances, the possibility to take into account the non-linearity
of a system and the evolutions of numerical control platforms.

The predictive control uses the discrete predictive model of the system to be driven associated with a
selection criterion to choose, at each calculation step, the best control to apply to the process.

This control strategy is well suited to the control of multi-level inverters.

Indeed, the latter have a structural redundancy allowing the same output voltage level to be obtained
from several different states of the inverter switches, which makes predictive control particularly
suitable for their regulation.

A selection criterion «cost function» can guarantee the desired output voltage by keeping the input

variables (currents and voltages) around the desired values.

111.8.1 Predictive control strategy

Different strategies, based on predictive control, have been proposed for the control of static
converters.

All these strategies use the often simplified mathematical model of the converter to predict the
evolution of the state variables at each sampling time. A classification of these strategies is shown in
the figure 111.25 [57].

Among these strategies are the deadbeat control [59] [60] [61], the hysteresis-based control [57],
trajectory-based predictive control and the model predictive control [57] [58].

The strategies using a modulator make it possible to set the switching frequency of the converter,
whereas those that generate the control commands directly have variable but controlled switching
frequencies.

Apart from the use or not of a modulator, other criteria such as the implementation of some
constraints on the cost function or the ease of its implementation generate an important differences
between these strategies.

The predictive strategy contains elements that are significantly advantageous compared to other
strategies. It can indeed be easily implemented even if there are others that are even easier to

implement, such as the hysteresis strategy.
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This strategy also uses a modulator for the management of the converter states and a selection

criterion that can include constraints and linarites or non-linarites of the system.

Predictive contro

\4 \4 l

Deadbeat control Model Predictive Control Hysteresis control
= Use a modulator. = Uses a cost function. = Don't use a modulator.
= Constant switching = Uses a discrete model of = Variable switching
frequency. the system. frequency but controlled.
y \ 4

Model Predictive Control

« with modulator »

Model Predictive Control

« without modulator »

= Constant switching
frequency.

= Variable switching
frequency but controlled.

Figure 111.25 Classification of control strategies based on predictive control.

in this thesis we will mainly study the case of a predictive strategy with modulator. Figure 111.26 shows
the basic diagram of the predictive strategy. The first block uses the converter model and the
measurements of the variables x(t) at time t = kT to predict the evolution of these variables at the
following calculation stept = (k + 1)T;. This prediction is made for all converter states using, if

possible, the first-order approximation presented in the following equation (I11.73).

d:;it) ~ x(k+17?—x(k) = fx(k),uk) ..) (1.73)

where T; is the sampling period used, x(k) is the value of the variable x(t) at time t = kT and
x(k + 1) is the predicted value at time t = (k + 1)Ts.

The second part of this strategy uses the predictions of the state variables x(k + 1) and the reference
x*(k + 1) to evaluate a cost function for all the states of the converter.

After choosing the optimal state, the signal x becomes T. This signal T corresponds to the commands

of all switching cells associated with the state that will be applied to the inverter.
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Figure 111.26 Control principle of the MPC strategy.

Figure 111.27 shows the functioning of this strategy over a finite horizon. At the beginning of each
calculation period, all the steps of measuring, predicting, evaluating the cost function and selecting the
optimal inverter configuration are carried out. The time used to perform these steps is defined as the

sampling time T.

k
(k= DTy KT P . N L ar Cor
4 P\ '\ A A
I

predicted trajectory

\
reference trajectory
\

* \

X

switching step

Figure 111.27 Principle of predictive strategy over a finite horizon.
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After this sampling time, the inverter switches takes the optimum configuration.

This procedure will be repeated regularly at etch calculation period Tj.

In this figure 111.27, it can be noticed that there are not forcefully switches in all the modulation periods
T. This strategy will therefore have a variable switching frequency, but as a general rule, the switching
frequency will always be less than half the sampling frequency.

If we want to fix this frequency, we can use a term that is able to compel the inverter switching in each
calculation period.

111.8.2 Discrete time model

A discrete-time model of the system (figure Ill.11) for a sampling period T , is used to obtain
predictions for the future value of load current i(k + 1),with voltage vector v(k) generated by the
inverter and measured current at the k" sampling interval, considering the possible output voltage
vectors and measured currents at a sampling instant.

The derivation of load current form di(t)/dt can be simplified by using the following approximation

can be made equation as:

ai() _ i(k+1)=i(k)

- - (111.74)

Where,
T, is the sampling time and k is the current sampling instant.

The future load current vector can be determined by:

ik +1) = (1-25)-i00) + = v(k) + - e(k) (111.75)
Where,
i (k + 1) is the predictive load current value at the time k + 1.
i (k) is the measured load current value at time k .
v(k) is the selected voltage vector during sampling time interval of k.

e(k) is electromotive force of the load.

The value of the reference current i*(k) is obtained from the outer controller loop.

The corresponding load voltage vector is calculated for every valid switching state, using:

e(k—1) =e(k) (11.76)
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The present value of load electromotive force e(k) can be estimated from the load equation (I11.75) by
extrapolation from present and past values and measurements of the load voltage and current, the

following approximation in equation (l1.74) is used, resulting in the following expression:

(k) = v(k) + (Ti - R) i) —=i*(k+1) (11.77)

Where,
é(k) is the estimated back electromotive force value of e(k).
i(k + 1) is the future reference current value, predicted from the present and previous values of the

reference current.

111.8.3 The predictive model
Figure 111.28 shows a block diagram of the three-phase h-bridge inverter under the model predictive

control, where Sy, is the switching function.

M» Three phase two-phase | ig(i + 1) 3¢
G+ 1) transformation | Minimization Resistive
abc/af ig(i+ 12 of cost —_@ _C) Inductive Load
iPi+1 -
C(_)b Function g
—p
Sk

i(i+1 Model =

T (i

a( ) e Three-phase two-

L B, (0+ 1)
o predictive  |g phase transformation
ip(i+1)
conteol Ip(i+1) abc/af

Figure 111.28 Predictive control diagram of three phase three level h-bridge inverter.

The predictive controller predicts the behaviour of the converter for finite possible voltage vectors on

each sampling interval.
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The whole converter presents twenty-seven output voltage vectors, which mean that there are twenty
seven possible load current vectors for future as the measured load current value i(k) at time k.
It can be choose one possible of selected voltage vector to estimate the future behaviour of the system.
Based on the measured value i(k), a prediction of next value i(k + 1) is made.
This value is compared to the reference value by minimizing the cost function, then the optimal
switching state, S, is found. For every new sampling time, the calculations is repeated again
Where,
i(k+1)and i;} (k + 1) represent the reference current values for the predictive current control.
i(k) is the m measurements taken at time k.
ig(k + 1) and ig(k + 1) are the predicted values of the m states for n possible switching states at
time (k + 1).
The time between k and (k + 1) is the prediction horizon, Ak.
Ak = [k ,k+1] (11.78)

111.8.4 The cost function
111.8.4.1 Choice of the cost function
The choice of the cost function depends mainly on the application envisaged and a study presented in
[58] clearly establishes different criteria for the selection of this function. Among these criteria, we can
cite the number of variables that the cost function possesses.
Thus, for a cost function which has only one variable, the determination of the optimal state can be
made directly from the absolute value of the error between the prediction and the reference of this
variable.
On the other hand, when several variables are included in this cost function, the square of the errors
between the references and the predictions seems to be the best option.
Equation (I11.79) presents an example of a cost function g including n variables to be controlled.
g=a;(({(k+ 1) —iy(k+ D)2+ ay(i3(k+ 1) —iy(k+ 1))*+.. 4+a,(in(k+ 1) — i (k + 1))

(1n1.79)
With, a4,a5,...a, >0
The coefficients a4, a, and «a,, are weighting factors that make it possible to set the priority of some
variables over others or simply to compensate for differences in size and nature between variables.
Other terms including non-linearities or constraints imposed for the proper operation of the converter
(limitation of the switching frequency, restriction of some states, ...) can be included in this cost

function g.
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The choice of appropriate weighting factors a4, a, and «,, is a current research topic and many

solutions can be used depending on the intended application[58].

111.8.4.2 Minimization of the cost function

The cost function represent the desired behaviour of the system that should be defined according to

the control requirements of the system by control the output current and keep it close to the reference

value.

The current error (&) between the reference current values and the predicted current values in the

next sampling instant is obtained to minimize the cost function and the switching state signals, S.

The voltage that minimizes the current error is applied to the converter at the next sampling time [62].

The absolute error is used for computation simplicity in this thesis, it can be expressed as follows:
g=li"tk+1)—i(k+1)] (111.80)

Where,

i*(k + 1) is the future reference current vector.

i(k 4+ 1) is the predictive load current vector.

Furthermore, (I11.81) can be derived in orthogonal coordinates as follow:

g=liglk+1) —ig(k + D]+ |igk + 1) —igk + D] (11.81)

Where,

ig(k+1) and ig(k + 1) are the real and imaginary parts of the predicted load current vector,

respectively.

iy(k+1) and i;(k + 1) are the real and imaginary parts of the reference current vector,

respectively.

111.8.5 Model predictive current control algorithm

The flow diagram of the predictive current control algorithm is shown in figure 111.29.
The Predictive current control algorithm can be demonstrate in the following steps [63]:

1. Measure of the output load currents at a sampling time T.

2. The currents i, in stationary reference abc frame are transformed into iyp in the orthogonal
reference frame af by using the Clarke transformation.

3. Predict the future load currents which is determined by measured load current for every possible
voltage vectors using discrete time model in the next sampling time for all the possible switching

states.
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4. Minimizing the cost function for each prediction horizon Ak by calculating the error between

reference current and load current values.
5. Optimal switching state is selected which minimizes the cost function g.

6. Apply the new switching state to the selected voltage vector is set to the gating signals.

Measure of Current

abe = af 1 iq(k), ip(k), ic(k

Apply i,

A 4

\ 4 la (k)r lﬁ (k)

k+1 _
Gopt = P

Sg;tl =5(k)

RLTS) - i(k) +%- (v(k) + e (k)

i(k+1)=(1—

iq(k + 1), ig(k + 1)

A 4
Cost Function Equation

g=1i"tk+1) =itk +1)|

\ 4
k+1 — i k+1, ,k+1
gopt - mln[gopt 'gj ]

Select jop;

92‘33 = mi"[&?i]i:nn,,

o>

Yes

Skt =Sk +1)

Figure 111.29 Flow diagram of the predictive control algorithm
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111.9 Conclusion

In this chapter two controls strategies are presented, in the first time we studied the dynamic of the
space vector pulse width modulation then the model predictive control and applied them to the tow
topologies of inverters, we beginning of three phase two level voltage source inverter then three phase
three level h-bridge inverter.

There are a relationship between space vector pulse width modulation control and model predictive
current control represented in the evaluation of the voltage vectors generated by using the model of
the system (inverter load and dc-link voltage/switching states) based on space vector control
transformation (Clarke transformation or Concordia transformation ) means transform three phase
system into biphase system in af8 frame, these decompositions considerably reduce the complexity of
the algorithm and the calculation time. Model predictive control compare between these voltage
vectors and the reference state vectors by using an objective function(cost function) and the
parameters of the model (the resistor and inductor) to obtain the discrete time model then choosing

the optimal state vector near the reference and applied them to the inverter.
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CHAPTER IV: Predictive Control strategy for three phase VSI and multi-level h-bridge inverter

IV.1 Introduction

In order to validate the effectiveness of the proposed predictive current control strategy (MPC) was
cited in the last chapter for two topologies of inverters: three phase two level voltage source inverter
and three phase multilevel h-bridge inverter and to evaluate the performance and to check the
performance and robustness . The model predictive control strategy (MPC) was simulated using
MATLAB software/Simulink with a comparison between this strategy and space vector modulation

strategy.

IV.2 Presentation of Matlab environment

Matlab is a software mainly designed for scientific computing, modeling and simulation. The
calculation core is associated with the Simulink environment, allowing modeling based on block
diagrams. Special libraries are available the "Toolboxes" for most scientific fields requiring significant

computing resources: automation, signal processing, applied mathematics, telecommunications...e.g.

IV.3 Simulation results

1IV.3.1 The predictive control strategy for three-phase two-level voltage source inverter

The predictive control for a three phase two-level voltage source inverter was simulated using
Matlab/Simulink software to evaluate its performance and to check the performance and robustness
of the proposed predictive control technique. A sinusoidal reference current was applied to the
system, and the amplitude of the reference current was set to 5 A with a frequency of 50 Hz per
phase. A Resistive inductive load was then connected to the output of the inverter as shown in the

figure IV.1.

Vge—L

Figure IV.1 Three-phase two level voltage source inverter topology.
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Table IV.1 shows the parameters used for the simulation.

Table IV.1 three phase voltage source inverter parameters

Parameter Value
DC link voltage, v, 520V
Inductance, L 20mH
Resistance, R 10
Sampling time, Ty 25 us
frequency, f 50Hz
Reference current amplitude,iref 54

IV.3.1.1 Sinusoidal reference

The figure IV.2 shows the load currents i, ip, i and the reference currents iy, i, i; with the amplitude
of 54..

The system performance with a prediction horizon of one sample time illustrates how the output
currents track their references, indicating that the control method shows excellent tracking behavior.
Once more it can be seen that the ripples are very limited(figure IV.3).

The figure IV.4 show the load voltage v,,, for the proposed predictive control, where the high switching
behavior can be recognized clearly. During the simulation time of the current i,, the load voltage, v,

is kept at its maximum value until the reference current, i,, is achieved (figure 1V.4).
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=

Figure IV.2 The load currents i, i, i and the reference currents iy, i, is with the amplitude of 54

88



CHAPTER IV: Predictive Control strategy for three phase VSI and multi-level h-bridge inverter

/

la ¢
la
P

>

"]

MMMmeJﬂw

©

< ~ o o <

[w] siuawina peoj pue aoualaal 8y L

©

0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
Time[s]

0.01

and load currents i, i, I in the steady state.

ie

iy,

*
ar

Figure IV.3 The reference currents i

0.09

0.03

[AJuen abeyjon peoj ayL

0.1

0.08

0.07

0.06

0.05

0.04

0.02

0.01

Time[s]

Figure IV.4 The load voltage v,,, in the steady state.

The error between the reference and load current has been evaluated, and the error has been found

to be small, as indicated in figure IV.5.
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Figure IV.5 The error between reference currents iy, ij, iz load currents i, iy, i, for the phase 'a’'
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IV.3.1.2 Reference tracking

The simulation was to assess the system performance when a step change in the amplitude of the
reference tracking occurs for T, = 25 us for two tests:

The first test for one step change from 5A to 10A at the instant 0.05s.

The second test for two steps change from 5A to 2A at the instant 0.05s than from 2A to 10A at the

instant 0.1s.

IV.3.1.2.1 The first test for one step change from 54 to 104 at time 0. 05s.

The model predictive control is not based only on the output voltage, but also based on the control of
the load currents. To achieve this, the dynamic of the similar reference currents will be taken from the
obtained currents. Figure IV.6 shows the reference currents iy, i, iz and the load currents i, iy, i, of
the three phases a, b and c. It is evident that the dynamics of the application of the predictive model
is appropriate, when the response to the decreasing and increasing of the current change does not
affect its performance.

The amplitude of the references currents i, was changed from 54 to 104 at 0.05 s.

It can be seen in Figure IV.7 that the current of the load of the phase 'a' follows the dynamics of the
reference current, it is clear that the pursuit during the transient regime or change of the load is very
fast, this dynamic is incomparable with conventional controls.

It is also possible to deduce the same statement for biphasic currents iy, iy and ig, iZ; according to
the two dimensional axes af8 (IV.8).

It can be explained by the sampling time of this controller, if this time is increased, better results can
be obtained.

On the other hand, it is noted that the number of switching operations, which is a characteristic of the
predictive algorithm, limits the switching losses in the power switches.

Figures IV.9, IV.10, IV.11 and IV.12 show the load voltage v,,, the phase voltage v,y, the common-
mode voltage v, y, and the line voltage v,;, between phases respectively.

The common-mode voltage v,,, can have a reduced RMS value, which is an added advantage,
especially in electrical machine applications where the presence of this voltage can cause the rapid
deterioration of the bearings. The load voltage v,, and the composed voltage v,, are quite
symmetrical where the harmonics of the third range and its multiples are almost equal to zero.

It can be concluded that the quality of the current are acceptable, however more ripples can be

observed but within acceptable levels, furthermore the dynamics of the current indicates the validity
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of the predictive control strategy in controlling the three-phase two level voltage source inverter with

any difficulties.
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Figure IV.6 The reference currents iz, ip, iz and load currents iy, ip, i.
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Figure IV.8 The diphase currents iy, ig
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Figure IV.12 The line voltage v,

IV.3.1.2.2 The second test for two step changes from 5A to 2A at 0.05s than from 2A to 10A at
0.1s.

In this simulation, the reference currents has two changes :

The first at the instant 0.05s with decreasing currents amplitude, the second at the instant 0.1s with
increasing currents amplitude , the load current waveforms in the three phases are presented in figure
IV.13.

It can be seen clearly that the dynamics of the application of the predictive algorithm is adequate,
where the response to the decrease and the increase of the current change does not affect its quality.
To clarify the quality of tracking the reference current, the reference current and the obtained load
currents of phase« a » are shown in figure 1V.14.

The result of the step changes in the amplitude of the reference i, was changed from 54 to 24 at
0.05 s and from 2 A to 10 A at 0.1 s respectively.

It is clear that the predictive control allows ensuring the accurate tracking of the references current,
once more it can be seen that the ripples are very limited as well as the very short transition time.
Figure IV.15 shows the load voltage v,,, where the high switching behavior can be recognized clearly.
Despite the step change of the current i, the load voltage, v,,, is kept at its maximum value until the
reference current, i, is achieved (figure IV.15).

On the other side, the common mode voltage v,,y, based on the average values among the measured
voltages in the three phases of the load between the star connection point « n » of the load and the

fictive point « N » of the VSl inverter phases/legs .
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Figure IV.13 The sinusoidal reference steps for load currents i, iy, , i,
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This simulation clearly demonstrated the ability of the proposed control algorithm to track sinusoidal
reference currents.

From this simulation, it was noted that the predictive control method has a fast, dynamic response,
and showed excellent tracking behavior.

Remark:

The change in the load inductance 'L' have a major importance for the load current prediction, and

hence, in the behavior of the current control (figure IV.16 and figure IV.17).
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Figure IV.16 The load inductance for value L = 10mH
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Figure IV.17 The load inductance for value L = 20mH
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1V.3.1.3 Stability of control strategy of three phase inverter subject to a variable DC-link voltage

Vg4c, input

The robustness of the proposed control technique of the inverter subject to variable DC-link voltages

was investigated in this section; more specifically, when the DC-link voltage was changed for different

values of the DC-link voltage 400V and 500V for sampling time Ty = 25 us.

Figure IV.18(a and b) shows the output currents for different values of the DC-link voltage.

Reference and Load Currents(A)

Reference and Load Currents(A)
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Figure 1V.18: The output currents for different values of the DC-link voltage, v .
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Observe that the proposed control algorithm has the ability to track sinusoidal reference currents
irrespective of the DC link voltage variations around the desired voltage (figure IV.18).

It was noted that voltages lower than the designed DC-link voltage value of 500 V produced a lower
total harmonic distortion, which tracked the reference current with a very small error.

On the other hand, DC-link values greater than the designed value, produced higher total harmonic
distortion but with a relatively small amplitude error.

This simulation confirms that the predictive control method has the ability, even with marginal
differences in DC-link values, to track sinusoidal reference currents while showing excellent tracking

behavior with all DC-link voltage values.

IV.3.1.4 Comparison of the model and actual system parameters

In the last evaluation, a mismatch between selected model parameters and the corresponding system
parameters was considered. Different values were used for the load resistor and inductor.

These values were estimated in order to evaluate the parameter sensitivity of the proposed control
algorithm and to determine how stably the system could track the reference signal and the variation
of the total harmonic distortion.

The investigation in this section focused on the effect of parameter uncertainty in the system model
under consideration.

The actual inductance was estimated to be 50% higher and lower than the parameter used in the
model for sampling times Ty = 25 us and Ty = 100 us.

In the other case, the inductance was increased to 100% for Ty, = 25 us and Ty = 100 us.

The actual resistance was estimated to be 40% higher and lower than the parameter used in the model
for T, = 25 ps.

It was noted in Figure IV.19(a) and (c) that when the load inductance was estimated to be +50%
(THD = 1.02%) and +100% (THD = 1.09%) respectively for T, = 25 us, the control algorithm
showed excellent reference tracking behavior. When the sampling time, T, was increased to 100 us,
the current ripple on the load current increased; this is shown in Figure IV.19(b) where THD =

4.19%, and in Figure IV.19(d) where THD = 3.16%.
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Figure V.19 Inductance sensitivity for load current when estimated to be
(@) +50% for Ty = 25 us, (b) +50% for Ty, = 100 us, (c) +100% for Ty = 25 us
and (d) +100% for T, = 100 us
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If, however, the inductance was estimated to be 50% lower than the parameter used in the model for
T, = 25 us, the load current ripple increased a little, compared to the model inductance value

(THD = 3.44%); for T, = 100 us, the current ripple increased (THD = 14.28%).

1IV.3.1.5 Comparison between space vector PWM control and predictive control :

In this section of chapter, we present a comparative assessment between predictive control strategy
(MPC) and space vector modulation strategy (SVPWM).The two strategies presented above are based
on the selection of the optimal state of the converter.

The predictive control strategy includes all variables in the cost function, whereas the vector control
strategy includes only external (or output) variables.

In this sense, the predictive control strategy requires more work because the selection of weighting
factors requires a large number of simulations around a given operating point.

The space vector control strategy uses fewer calculations due to the use of a simplified cost function.
It does, however, require a state function that can control secondary variables and generate switch
control commands.

One of the main advantages of the space vector control strategy compared to predictive control is that

it uses fewer calculations.

IV.3.1.6 Evaluating system performance
the output reference signal of the two-level inverter is sinusoidal and independent of the parameters
of the load; but, the output of the inverter is non-sinusoidal and has harmonics.
The performance of inverter is therefore evaluated in terms of total harmonic distortion (THD).
First, we will compare the two strategies for The operating point used for this comparison is:
v v =10V,
v L = 6mH,
v R = 05,
v i*(t) = 2sin(2007t)A.
The sampling time, Ty, is set to 5us for simulation.
The frequency of calculation used to evaluate the weighting factors of the classic strategy is
20kHzFigure IV.20 shows the current output i, of two level voltage source inverter (VSI) with space

vector modulation strategy (SVPWM) .
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Figure IV.20 the output current i,.

Figure 1V.21 shows the THD of output current i,. The current is not a pure sinusoidal wave and it has

the harmonics. Fundamental component has a peak magnitude of 106.2 with THD =21.83 %.

Fundamental (50Hz) = 106.2 , THD= 21.83%
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Figure IV.21 Current spectrum (THD) of the output current i,

The figure V.22 and the figure IV.23 show load voltage v,, and line voltage v,;, respectively.
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Figure IV.22 The load voltage v,

100



CHAPTER IV: Predictive Control strategy for three phase VSI and multi-level h-bridge inverter

200
150—
100(—
50—
-200

0 0.005 0.01 0.015 0.02 0.025 0.03

ValV]

=)
3

5
g

1)

Figure IV.23 The line voltage vy,

The current spectrum shows the values of the switching frequency of the space vector strategy,
represented by the harmonics distributed over the whole frequency range.
Figure IV.24 presents the results of the same analysis for load voltage v,;, and shows that v,, has

fundamental component of 122.4 with a the THD equal to 25.67%.

Fundamental (50Hz) = 122.4 , THD= 25.67%
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Figure IV.24 Current spectrum (THD) of the line voltage v,

Figure IV.25 shows the output of predictive control. Note that i, is almost a pure sine wave.
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Figure IV.25 The output current i,

Figure IV.26 and IV.27 show the current spectrum (THD) of i, and v,y

The two figures indicate great improvement in THD analysis which is down from 21.83% to 1.25% for

ig and 25.67% to 1.35% for v,y
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Figure IV.26 Current spectrum (THD) of the output current i,

Fundamental (50Hz) = 10.08 , THD= 1.35%
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Figure IV.27 Current spectrum (THD) of the load voltage v,,
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The Figure 1V.28 and the figure IV.29 shows line voltage v,;, and the load voltage v,,, respectively.
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Figure IV.28 The line voltage v, (predictive control)
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Figure IV.29 The load voltage v,, (predictive control)

From this comparison, we can draw the following conclusions:

1.

The model predictive strategy can be easily adapted to different operating points without the
need to calculate optimal relationships between several weighting factors.

The results obtained under steady state conditions are better for the predictive strategy. In
addition to this, this strategy has the advantage of having good dynamic responses during the
transitional regimes of the system.

The number of calculations carried out by the strategy proposed in each calculation step is 2
or 3 depending on the state of the converter.

The predictive strategy (MPC) applied on a multilevel inverter requires more calculations
because the cost function would have to be evaluated for each inverter state.

Finally, this comparison show that predictive strategy (MPC) is superior to space vector

modulation in terms of the total harmonic distortion (THD) and the implementation.
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IV.3.2 Model predictive control strategy for a three-phase three level h-bridge inverter

A sinusoidal reference current was applied to the system, and the amplitude of the reference current
was set to 104 at a frequency of 50Hz per phase.

resistive-inductive load is connected to the output of the three-phase three level h-bridge inverter as

shown in figure IV.30

Vac———

La§ Ly

Figure IV.30 Three phase three level h-bridge inverter topology.

Rag Ry g R,

The predictive strategy where is presented in this thesis has been applied then to the three phase three
level h-bridge inverter.
Simulation tests have been performed, in order to evaluate the performance and to check the
robustness of used control technique in ensuring the control of the proposed topology of the inverter.
Two tests have been performed using two sampling times the basic sampling time :

v T, =10us

v T, =100 us
A reference of a sinusoidal three-phase balanced currents have been used as the main input of the
control block, where the magnitude has passed through three steps as shown in figure IV.31 :

= the first step from 0s to 0.06 s with peak current of 12 4,

104



CHAPTER IV: Predictive Control strategy for three phase VSI and multi-level h-bridge inverter

= the second step from 0.06 s to 0.12 s with peak current of 7 A

= the third step from  0.12 s to 0.18 s with peak current of 18 A
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Figure IV.31 The load currents i, iy, I of three phases a, b and ¢

Table IV.2 shows the parameters of the simulated system used for the simulation.

Table IV.2 Three phase h-bridge inverter parameters

Parameters Value
DC link voltage, v, 370V
Inductance, L 20 mH
Resistance, R 1002
frequency, f 50Hz
Reference current amplitude for the first step 12 A
Reference current amplitude for the second step 7A
Reference current amplitude for the third step 184
The basic sampling time T 10 us

IV.3.2.1 The first test with sampling time of T; = 10 us.

For the first test, the load current waveforms in the three-phases are presented in figure 1V.31.
It can be seen clearly that the dynamics of the application of the predictive algorithm is adequate,

where the response to the decrease and the increase of the current change does not affect its quality.

Figure 1V.32 shows the load current behavior in the aff frame.
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Its circular form indicates that the three-phase currents of the load are balanced, while the width of

the curve indicates that the ripples or the harmonics content are very less.
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Figure IV.32 The load currents in the alpha beta frame

To clarify the quality of tracking the reference current, in figure IV.33 the reference current and the

obtained load currents of phase « a » are shown:
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Figure IV.33 The load current i, in the phase « a »

It is clear that the predictive control allows ensuring the accurate tracking of the references current,
once more it can be seen that the ripples are very limited, to emphasize this issue a zoom is taken for

each step of the load current as shown in figure IV.34.
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Figure IV.34 The load and reference current of phase « a » in each step of current change

The measured THD are : 1.63 %, 3.45 % and 0.80 % for each step respectively. All these values are
very acceptable compared to the standard as they are below the value of 4%, it is worthy to notice
that with high value of current, less harmonics are obtained and the value of the harmonic distortion
is the best. Figure 1V.35 shows the voltage v,y, where the high switching behavior can be recognized
clearly. On the other side, the common mode voltage v,,y, based on the average values among the
measured voltages in the three phases of the load between the star connection point « n » of the load

and the fictive point « N » of the h-bridge cells .
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Figure IV.35 The voltage applied to the load in phase « a » between the star connection point of the

0.1 0.18

load and the fictive point of among the h-bridge cells in the three phases
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IV.3.2.2 The second test with sampling time of T; = 100 us.

The second test has been performed with a sampling time of T; = 100 us. As in the same test, the
load currents in the three phase are shown in figure IV.36, on the other side the change in the current
is the same as in the first test with the same peak value in each step. It can be concluded that the
quality of the current are acceptable, however more ripples can be observed but within acceptable
levels, furthermore the dynamics of the current indicates the validity of the predictive control strategy

in controlling the three-phase h-bridge inverter with any difficulties.
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Figure IV.36 The load currents i, iy, i of three phases a, b and ¢

The relationship of biphasic currents iy, , ig in aff frame shown in figure V.37 has a circular form which
proves the quality of the balance of the three-phase load currents and give a clear image of the content

of harmonics causing the neglected ripples presented in the load currents.
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Figure IV.37 The load currents in alpha beta frame

Figure IV.38 shows the quality of tracking the reference current in phase «a» based on the predictive
control strategy, where for each step as shown in figure 1V.39.
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Figure IV.38 The load current in phase «a» and the corresponding reference current
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Figure IV.39 The load current i, and the reference current i, in each step of current change

The total harmonic distortion(THD) obtained are 2.65 %, 4.24 % and 1.24 % for each step of current
change respectively, these values of THD compared the ones obtained with the sampling time T =
10 us have increased values, but they still within the acceptable norms.

Finally, in second test the voltage v,y that is applied to the load in phase «a» has nearly the same

characteristics as the one obtained in the first test (figure 1V.34).
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Figure IV.34 The voltage applied to the load in phase « a » between the star connection point of the

load and the fictive point of among the h-bridge cells in the three phases

Based on the obtained results from the two simulation tests, it can be said that the model predictive

control allows obtaining a precise current pursuit ability with a low total harmonic distortion.
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Where easy implementation and less computation costs are required which can be considered as an
advantage of this current control strategy.
On the other side, it is clear that the predictive current algorithm presents good dynamic response on

reference tracking during transient response.

IV.6 Conclusion

This chapter presented the predictive current control strategy for two topologies of inverters :firstly
the three phase two level voltage source inverter ,secondly the three phase three level h-bridge
inverter. It can be conclude that the predictive control application with the more complicated inverters
can be a more promising current control technique, especially with the actual advanced technologies
of new fast microprocessors, which allow building the predictive control in a wide area of applications
with very small sampling time or high sampling frequencies, especially for application where the

problems of the transient behaviors should be overcome in tracking the references .
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GENERAL CONCLUSION




General Conclusion

This thesis work is part of the work carried out in the Applied Automation and Industrial Diagnostics
laboratory, faculty sciences and technology of University ZIANE Achour of DJELFA on the subject of the
H-Bridge Multi-level Inverter Model Predictive Control Based For Reliability Enhancement.
In the first chapter of this thesis, a general introduction about the state of the art of the predictive
control strategies and general basic ideas shared between different important predictive control
algorithms.
The principals points shared between different predictive control are the prediction of the future
behavior of the system at the next time using the mathematical equations of the system and the using
of the system limits such as: existence of the constraints or not, the waiting factors, the use of the
objective function (the cost function)...e.g.
The second chapter was devoted to the discussion about the different multilevel inverters, especially
the three most important inverters as follow:

= Neutral point clamped multilevel inverter

=  Flying capacitor multilevel inverter

= Cascaded h-bridge multilevel inverter
Each one of the three topologies have a specification in term of its utilization, its characteristics, its
advantages and disadvantages. Witch correspond to the characteristics; it means the schema
structure of inverter like the numbers of levels and the position of its components such as the diodes,
the IGBT's, the capacitors...e.g.
In the other side the quality of the signal, the harmonics in the spectrum of the output currents and
voltages are other characteristics of multilevel inverters.
The chapter was conclude by the application of the inverters in the industry and other sectors like the
electricity grids and a comparisons between the three topology of multilevel inverters.
The third chapter presented the application of two control technics the space vector pulse width
modulation and model predictive current control the two kinds of inverters :

= Three phase two level voltage source inverter

= Three phase three level h-bridge inverter
The predictive control is based on the space vector voltages generated by the space vector modulation.
The predictive current control uses the cost function. The cost function is to calculate the error
between the reference current and load current and choice the best voltage vector near the reference
then to applied to the inverter.
For the first topology of two level inverter there are eight voltage vectors, and for the second topology

of three levels there are 27 different voltage vectors.
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General Conclusion

The minimization of the current and voltage in the cost function provide dynamic response of the load
current control using the components of the system to investigate the system performance when
power is supplied to a resistive inductive load.
In the last chapter a simulation results are presented to verify the theoretical study of the system
model included in the last chapter. The proposed control strategy is applied to the two topologies of
inverters: Three-phase two level voltage source inverter, three-phase three level h-bridge inverter.
Finally, simulation results shown the advantages of the predictive control :

v" Very powerful
Very effectively,
Satisfactory,
Easy to implement,
Good utilization of the DC link voltage and low current ripple.

The load current having a good dynamic response,

SRR NN NN

Good performance of the current tracking ability .
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