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One way for increasing the efficiency of photovoltaic solar cells consists of 

the so called sequential absorption of photons in a single material. This has a 

relatively long history. Starting with the suggestion that sequential absorption 

may proceed via defect levels corresponding to impurity in the host material in 

1960 [1], the concept gained renewed interest with the proposal of the 

intermediate band solar cell (IBSC) [2,3] in the mid-1990s. The compelling 

difference between the impurity band and the IB concept is that forming an IB 

should, in principle, reduce the nonradiative transition rate that is likely to 

dominate when carriers are localised onto isolated impurities [4-6]. However, 

the principle challenge to establish an IB within a semiconductor material that 

supports strong optical transitions with relatively low nonradiative 

recombination in comparison to the rate of photo-generation by solar photons 

has remained. This requirement places some fundamental constraints on the 

nature of the IB. To perform such IB in the solar cell, several materials can be 

addressed on going from 0-D materials (quantum dots) to the new classes of 

dilute nitrides [7-11] and dilute oxides. Dilute nitrides and dilute oxides are 

known as highly mismatched alloys (HMAs).   

 

Highly mismatched alloys are a new class of semiconductors that has 

emerged, whose fundamental properties are dramatically modified through the 

isoelectronic substitution of a relatively small fraction of host atoms with an 
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element of very different electronegativity [12-15], for example nitrogen in 

GaAs and oxygen in ZnTe. On the other hand, ZnTe1-xOx, in which O 

concentrations are high enough to form ternary alloys, show large band gap 

bowing [14,16,17]. According to Nabetani et al. [16], the large band gap bowing 

is due to the interaction between the localized energy level originating from the 

electronegative atoms and the energy band of the host materials. Much interest 

has recently been focused on ZnTe1-xOx semiconductor alloys because of their 

potential applications in optoelectronic devices [16,18,19-22]. These materials 

are attractive for several device applications including light emitters and 

detectors operating in the visible/ultraviolet spectral region, and transparent 

electronics. Besides, ZnTe1-xOx is a candidate material system for intermediate 

band solar cells [21,22] since the incorporation of oxygen into ZnTe results in 

electronic states within the band gap with highly radiative properties, and long 

carrier lifetimes [23]. In fact the incorporation of oxygen leads to the formation 

of a narrow oxygen-derived band of extended states located well below the 

conduction band edge of the ZnTe [22].  

 

Besides ZnTe1-xOx, there exist other dilute oxides such as ZnSe1-xOx and 

ZnS1-xOx which is undertaken in the present work both in its conventional and 

dilute forms. ZnS, ZnO and their ternary alloys ZnS1-xOx have semiconducting 

properties that are suitable for possible applications in laser, light emitting 

diodes, and solar cells. In fact, the incorporation of oxygen atoms into ZnS leads 

to a dramatic change of the band-structure and related fundamental properties 

making the alloys of interest of technological importance [24]. Despite the 

interest in this topical field, the electronic structure of dilute oxygen alloys, and 

its related fundamental properties, which are useful parameters for guiding the 

design and fabrication of optoelectronic devices successfully, are still not well 

understood. In this respect, the structural, electronic, optical and elastic 

properties of zinc-blende ZnS1-xOx for conventional (0-100%) and small oxygen 

composition x in the range 0-6.25% are investigated. The calculations are 

performed in the framework of the density functional theory [25-28] using 

GGA, and EV-GGA approximations [29-31]. 

 

The manuscript is organized as follows: 
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In chapter 1, we introduce the concept of intermediate band solar cells. The 

interband optical absorption, the photofilling and doping, and the interband 

recombination rate are presented. A short comprehensive review of the present 

status on solar cells developments is given. In this respect we address the highly 

mismatched alloys whatever are they based on III-V or II-VI semiconductors, 

the quantum dot arrays, and IB materials made of transition metals. 

 

Chapter 2 is devoted to describe the theoretical framework in which our 

study is conducted. The basics of density functional theory (DFT) are explained 

and the self consistent cycle is depicted.  

 

Finally, the third chapter is consecrated to present and discuss the main 

results of our work.   
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1. 1. Introduction  

The possibility for increasing the efficiency of photovoltaic solar cells via 

sequential absorption of photons in a single material has a relatively long 

history. Starting with the impurity photovoltaic solar cell in 1960, where 

sequential absorption was suggested to proceed via defect levels [1], the concept 

gained renewed interest with the proposal of the intermediate band solar cell 

(IBSC) [2,3] in the mid-1990s. The compelling difference between the impurity 

band and the IB concept is that forming an IB should, in principle, reduce the 

nonradiative transition rate that is likely to dominate when carriers are localised 

onto isolated impurities [4-6]. However, the principle challenge to establish an 

IB within a semiconductor material that supports strong optical transitions with 

relatively low nonradiative recombination in comparison to the rate of photo-

generation by solar photons has remained. This requirement places some 

fundamental constraints on the nature of the IB. 

1.2. Concept of IBSCs 

The IBSC concept shown in Figure 1.1 represents the optimal 

configuration under maximum solar concentration. However, all practical solar 

cells will operate at lower solar concentrations and there is an efficiency 

advantage to be gained by introducing a relaxation stage within the IB shown in 

Figure 1.2. Critically, optical transitions between the relaxed IB (RB) and VB 

are forbidden, hence the only route for relaxation via the IB now involves 

surmounting a potential barrier from the RB to the VB. In this configuration, 

the 1 sun limiting efficiency for an ideal IBSC of 46.8% rises to 48.5% with a 

relaxation energy of E=0.27 eV [7]. This counterintuitive result that 

introducing a loss results in a more efficient solar cell arises due to entropy 

generated upon recombination in solar cells with mismatched optical etendues 

[8]. By lowering the overall recombination via the IB, this unnecessary entropy 

loss is reduced. At maximum concentration, the etendues of incident light and 

recombination are matched and hence the entropy loss is eliminated and with it 

the fundamental advantage of the relaxation stage. The fundamental efficiency 

benefit of relaxation has also been recognized in up converting systems that 

rely upon sequential absorption [9]. A molecular system promoting this scheme 

has been proposed [10]. 
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Figure 1.1. Schematic diagram showing the basic transitions in an IBSC. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.2. Band diagram for an IBSC incorporating a split IB and a relaxation 

(ratchet) step E. Transitions from VB to IB are allowed as are transitions from 

IB to CB, but the transition from IB to VB and CB to IB is suppressed owing to 

the occupancy of the IB. 

 

1.3. Physics of IBSCs 

To move beyond the conceptual limiting efficiency analysis of the IBSC, it 

is necessary to consider the absorption and emission processes in more detail. 

In a conventional solar cell, the transitions are uniquely from a filled valence 

band (VB) into an empty conduction band (CB). However, in an IBSC, the IB 
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must support transitions both in-to and out-of the IB, thereby complicating the 

device analysis and practical implementations.  

 

1.3.1. Interband optical absorption strength 

Photons of energy ћ𝜔 impinging on a material can stimulate both upwards 

(absorptive) and downwards (emissive) transitions. Therefore, the net 

absorption rate of photons, from the VB to the CB, 𝑊𝑉𝐶  (𝑐𝑚−3𝑠−1), is given 

by the difference between the simulated absorption 𝑟𝑎 (ћ𝜔) and emission 

𝑟𝑠𝑡 (ћ𝜔) rates 

             𝑊𝑉𝐶 = 𝑟𝑎 ћ𝜔 − 𝑟𝑠𝑡 (ћ𝜔)                                                             (1.1) 

In turn, these rates are proportional to the photon density 𝑛𝛾 (ћ𝜔) and to the 

integral over all possible combinations of occupied 𝑛0(𝜖)and unoccupied 𝑛𝑢(𝜖) 

carrier populations which preserve both energy and momentum [11] 

 

             𝑟𝑎 ћ𝜔 = 𝑛𝛾 (ћ𝜔)  𝑀 𝜖, ћ𝜔 𝑛0 𝜖 𝑛𝑢 𝜖 + ћ𝜔 
∞

0
𝑑𝜖                  (1.2) 

 

             𝑟𝑠𝑡 ћ𝜔 = 𝑛𝛾(ћ𝜔)  𝑀 𝜖, ћ𝜔 𝑛𝑢 𝜖 𝑛0 𝜖 + ћ𝜔 
∞

0
𝑑𝜖                 (1.3) 

 

In the above, energy conservation is ensured by evaluation of the final 

state at energy 𝜖 + ћ𝜔, and momentum conservation is ensured by the interband 

momentum matrix element 𝑀 ћ𝜔  (which is only non-zero for combination of 

states which preserve momentum). The integration can be removed by utilising 

the one-to-one relationship between the photon energy ћ𝜔 and energy 

state 𝜖(𝑘 ′) as shown in Figure 1.3, where 𝑘 ′ is given by 

𝑘 ′ =  
2

ћ
2 (

1

𝑚𝑒
∗ +

1

𝑚𝑕
∗ )(ћ𝜔 − 𝐸𝑔)                                                     (1.4) 

 

where 𝐸𝑔  is the bandgap energy and 𝑚𝑒
∗  and𝑚𝑕

∗  are, respectively, the CB and 

VB effective masses.  
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Figure 1.3. Allowed optical transitions conserve energy and momentum. 

 

Optical transitions in a semiconductor result in a negligible change in 𝑘, 

hence there is a unique correspondence between the photon energy and location 

in 𝑘-space for an optical transition. For this reason, the integration in (1.2) and 

(1.3) can be removed provided they are evaluated at 𝜖(𝑘 ′)   

 

𝑟𝑎 ћ𝜔 = 𝑛𝛾 ћ𝜔 𝑀(𝜖 ′, ћ𝜔)𝑛0 𝜖 ′ 𝑛𝑢 𝜖 ′ + ћ𝜔                           (1.5) 

 

𝑟𝑠𝑡 ћ𝜔 = 𝑛𝛾 ћ𝜔 𝑀 𝜖 ′, ћ𝜔 𝑛𝑢 𝜖 ′ 𝑛0(𝜖 ′ + ћ𝜔)                         (1.6) 

 

where we have used the shorthand notation 𝜖 𝑘 ′ = 𝜖 ′. 

 

Expressions for the occupied 𝑛0(𝜖)and unoccupied 𝑛𝑢(𝜖) carrier 

populations at their respective energetic locations in the band are functions of 

the density of states of the lower band 𝑔𝑉(𝜖) and upper band, 𝑔𝐶(𝜖) in 

combination with the Fermi-Dirac occupancy functions of CB, 𝑓𝐶(𝜖) and of 

VB, 𝑓𝑉 𝜖 . Therefore, the net absorption rate is arrived at 

 

𝑊𝑉𝐶 ћ𝜔 = 𝑛𝛾 ћ𝜔 𝑀 𝜖 ′, ћ𝜔 𝑔𝑉 𝜖 ′ 𝑔𝐶 𝜖 ′ + ћ𝜔 (𝑓𝑉 𝜖 ′ − 𝑓𝐶 𝜖 ′ + ћ𝜔 ) (1.7) 

 

The net absorption rate can also be defined using the Beer-Lambert law 

 

𝑊𝑉𝐶 ћ𝜔 = −
𝑑𝐼

𝑑𝑥
= 𝛼 ћ𝜔 𝐼(ћ𝜔)                                                 (1.8) 
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where 𝐼 ћ𝜔 = 𝑣𝑔 ћ𝜔 𝑛𝛾 ћ𝜔   is the photon flux (𝑐𝑚−2𝑠−1), and group 

velocity in the material, 𝑣𝑔 ћ𝜔 , is calculated from the refractive index 𝑛 ћ𝜔 . 

Equating these two expressions, a relation for absorption coefficient which 

includes the effect of carrier occupancy is found to be 

 

𝛼 ћ𝜔 = 𝛼0 ћ𝜔 (𝑓𝑉 𝜖 ′ − 𝑓𝐶 𝜖 ′ + ћ𝜔 )                                    (1.9) 

 

where 𝛼0 ћ𝜔 = 𝑀 𝜖 ′, ћ𝜔 𝑔𝑉 𝜖 ′ 𝑔𝐶 𝜖 ′ + ћ𝜔 /𝑣𝑔   ћ𝜔  gives the maximum 

absorption coefficient of the material. This could be calculated using Fermi’s 

golden rule or for most instances 𝛼0 ћ𝜔  can simply be set equal to the 

experimental value of absorption coefficient (because usually 𝑓𝑉 𝜖 ′ −

𝑓𝐶 𝜖 ′ + ћ𝜔 = 1 . Therefore, the net absorption rate is given by 

 

𝑊𝑉𝐶 ћ𝜔 = 𝛼0 ћ𝜔 𝐼 ћ𝜔 (𝑓𝑉 𝜖 ′ − 𝑓𝐶 𝜖 ′ + ћ𝜔 )                   (1.10)             

 

This expression indicates that the interband transition rate can be in one of three 

regimes: 

1.  𝑓𝑉 𝜖 ′ − 𝑓𝐶 𝜖 ′ + ћ𝜔  ≅ 1, interband absorption rate is strong: this is 

the usual property for semiconductor in which the VB is full and the 

CB is empty. 

2.   𝑓𝑉 𝜖 ′ − 𝑓𝐶 𝜖 ′ + ћ𝜔  ≅ 0, interband absorption rate is zero: 

indicating the transition has been bleached due to high occupancy in 

both levels. 

3.    𝑓𝑉 𝜖 ′ − 𝑓𝐶 𝜖 ′ + ћ𝜔  ≅ −1, interband absorption rate is negative: 

indicating the semiconductor is behaving as an optical gain medium. 

 

 All conventional solar cells operate in the first regime, where the 

occupancy factor is normally ignored since the ground state can be assumed to 

be filled and empty excited states always available. However, for an IBSC the 

situation is more complex since the IB must support optical transitions both in-

to and out-of the same band. 

 

The same optical properties desired in the IBSC already exist in multi-

junction solar cells. We may ask why all optical transitions in multi-junction 

solar cells are strong and yet observing the same transitions in an IB is so 

challenging. Figure 1.4 shows a multi-junction solar cell along with band 

diagrams and the occupancy indicated by the equilibrium Fermi level (𝐸𝐹) and 

quasi-Fermi levels (𝐸𝐹𝑉  and 𝐸𝐹𝐶  ). In Figure 1.4, the Fermi-level, in both 
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junctions, is well above the VB and also well below the CB; therefore the 

optical absorption is strong. When illuminated additional electrons and holes 

are generated, yet the intra-band relaxation rates are very much faster than any 

inter-band recombination rate, so two quasi-Fermi levels can be defined 𝐸𝐹𝑉  

and 𝐸𝐹𝐶   for the VB and CB, respectively [12]. Under typical solar illumination 

levels, the quasi-Fermi levels remain well below the band edges and the optical 

absorption remains strong.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.4. Strong optical transitions in multi-junction solar cells. 

 

Figure 1.5 shows the optical transitions via an IB (the third wide gap 

junction is not drawn) and possible Fermi level arrangements for an IBSC. In 

Figure 1.5.a, the transition rate from IB to CB is severely limited because of the 

low occupancy in the IB. In the equivalent circuit model, the two subcells are 

series connected; therefore, the cell suffers from very poor current matching 

between these two junctions, resulting in very low efficiency. Figure 1.5.b 

shows a more ideal situation where the IB is approaching the half filled 

condition [3]. 
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Figure 1.5. Two possible regimes of operation for an IB material: (a) below the 

degeneracy limit in which the IB to CB absorption is weak, (b) approaching 

degeneracy in which the transition rates in-to and out-of the IB are balanced. 

 

1.3.2. Photofilling and doping 

The basic principles of the IBSC are well described by fundamental 

detailed balance models [3] but for a more practical understanding of IBSC, it 

is necessary to consider a more realistic model.  

1.3.2.1. Development of IBSC device simulation 

In a detailed solar cell device simulation, the material properties and 

carrier transport need to be accurately simulated. Under steady state operation, 

there are two basic equations; the Poisson and continuity equation. The Poisson 

equation determines the electrostatic potential  𝜓 depending on the charge 

density ρ 

 

∇.  ε∇ψ = −ρ                                                                            (1.11) 
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where  ε  is dielectric constant, and the charge density usually contains free 

carriers, ionized impurities and trapped charges. The continuity equation is 

given by  

             ∇. Je = 𝑞𝑅                                                                                   (1.12) 

 

             ∇. Jh = −𝑞𝑅                                                                                (1.13) 

 

where Je  and Jh  are electron and hole currents, respectively, and 𝑞 and 𝑅 are 

elementary charge and net recombination rate. In drift-diffusion method, the 

current densities are given by the drift-diffusion equation.  

 

Solar cell device characteristics can be determined by self-consistently 

solving the Poisson equation, the carrier continuity equation with drift-diffusion 

equation in steady state. Compared with the conventional single-junction solar 

cells, the IBSC introduces additional states within the bandgap and these states 

can become charged with trapped or free carriers. These trapping effects require 

two additional considerations: how carriers are trapped or extracted from the IB 

and the effect of their charge on the electrostatic potential profile. 

 

For IBSC device simulation, the transport equation is usually treated 

within the classical, i.e., drift-diffusion equation. Compared to the semi-

classical and quantum methods [13], the drift-diffusion method has an 

advantage that it can include whole cell structure which scale is ~1𝜇𝑚. This 

approach captures all the relevant recombination processes, both in the IB 

region but also elsewhere in the device structure, e.g., surface recombination. In 

addition, the potential profile in the IB region and the carrier extraction 

efficiency from IB largely depend on doping concentration in the device. 

Therefore, a drift-diffusion calculation can provide intrinsic device properties 

of IBSC device operation. 

 

1.3.2.2. Simulating the IBSC potential profiles 

The calculated band profiles of IBSC with non-doped IB are shown in 

Figure 1.6 for the three different conditions of sun illumination; (a) no 

illumination (equilibrium), (b) 1 sun illumination, and (c) 1000 suns 

illumination, respectively. The potential profile under equilibrium (Figure 

(1.6.a)) is very similar to that found in p-i-n diodes except the region near the 
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bottom base layer, where the quasi-Fermi level crosses the IB, indicating 

substantial filling of the band in this region. Hence, the large accumulation of 

electrons in the bottom base layer results in an acute drop in potential. Under 

solar illumination, the potential profiles greatly change, as shown in Figures 

1.6.b and 1.6.c. The electron density in the IB increases through optical 

absorption and the potential profile resembles that of a 𝑝 ⎯ 𝑝− − 𝑛 diode. 

Increasing the solar concentration, the states in IB become significantly 

occupied and the quasi-Fermi levels of IB nearly coincide with EI, as seen in 

Figure 1.6.c. 
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Figure 1.6. Band profile of IBSC in short-circuit condition along x-direction 

with non-doped IB under (a) no illumination (equilibrium), (b) 1 sun 

illumination, and (c) 1000 suns illumination. EC and EV represent the band edge 

of CB and VB, respectively, and EI is that of IB. 𝐸𝐹𝑐  , 𝐸𝐹𝐼 , and 𝐸𝐹𝑣 are the 

quasi-Fermi levels of electrons in CB, IB and of holes in VB, respectively. 

 

The band profiles of the IBSC with doped IB are shown in Figure 1.7 for 

the three different conditions of solar illumination the same as in Figure 1.6. 

The doping density is one half of the effective density of states in the IB. 

Because of the ionized impurity in the IB region, the potential profile under 

equilibrium (no illumination) becomes similar to that in 𝑝 ⎯ 𝑛− − 𝑛 diodes (see 

Figure 1.7.a). The depletion regions are located only near the emitter and base 

layers. Figures 1.7.b and 1.7.c show that sun illumination drastically changes 

the potential profiles inside the cell. Compared with Figure 1.7.a, the 

occupation probability near the edges of the IB region greatly changes and the 

depletion region spreads over the whole IB region. Consequently, the potential 

profile becomes similar to that in 𝑝⎯𝑖⎯𝑛 diodes. The quasi-Fermi levels of IB 

coincide with 𝐸𝐼 over the whole region under 1000 suns and, thus, the energy 

difference of 𝐸𝐼 and 𝐸𝐹𝐼  becomes independent of doping density in IB. This 

indicates that the occupation probability in IB is determined by the photon 

density, which is often called as “photofilling” [14]. 

 

In short, the presence of significant charge in the IB results in a sharp 

departure from the usual depletion approximation that is applied in a typical 

Shockley diode analysis of a semiconductor solar cell. The potential profile can 

only be determined through self-consistent simulation of the Poisson and drift-

diffusion transport equations. 
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Figure 1.7. Band profile of IBSC in short-circuit condition along x-direction 

with doped IB under (a) no illumination (equilibrium), (b) 1 sun illumination, 

and (c) 1000 suns illumination. 
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1.3.2.3. Simulating IBSC solar cell performance 

The short-circuit current density (𝐽𝑠𝑐 ), open-circuit voltage (𝑉𝑜𝑐 ), and 

conversion efficiency as a function of light concentration factor X for IBSCs 

and a bulk single-junction (GaAs like) control cell are shown in Figure 1.8.a. 

As discussed earlier, 𝐽𝑠𝑐  for IBSC with a non-doped IB shows a strong 

dependence of X, whereas those for an IBSC with doped IB and a bulk single-

junction control cell are nearly independent of X. However, as X increases to 

1000, 𝐽𝑠𝑐  for the IBSC with a non-doped IB approaches that for IBSC with 

doped IB due to the photofilling effects. Figure 1.8.b shows that the 𝑉𝑜𝑐  of 

IBSC with either non-doped or doped IB region is strongly dependent on X, 

while that for GaAs control cell is logarithmically dependent which is typical 

for a singlejunction solar cell [15]. This is because that IBSC has a 

recombination process through IB in addition to CB-VB recombination and this 

recombination mainly determines the 𝑉𝑜𝑐  . In addition, the recombination 

process through IB is similar to Shockley-Read-Hall (SRH) recombination, and 

thus, IBSCs show stronger dependence on the concentration X than the control 

cell. Under high concentration (X>100), optical generation rates of CB-IB and 

IB-VB become enough large to suppress the recombination via IB and the 𝑉𝑜𝑐  

of IBSCs yield a value similar to that of the control cell. 

 

 

 

 

 

 

 

 

 

 

Figure 1.8. (a) 𝐽𝑠𝑐   (b) 𝑉𝑜𝑐  and  (c) conversion efficiency for IBSCs 

whith non-doped IB and for GaAs control cell as a function of the light 

concentration factor X. 𝐽𝑠𝑐  is normalized by the light concentration factor X. 

 

Figure 1.8.c shows that the conversion efficiency of all cells (IBSCs and 

control cell) increases as X becomes larger. In particular, the light concentration 

dependence of conversion efficiency for IBSC with doped IB and GaAs control 
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cell is determined by the X-dependence of 𝑉𝑜𝑐  because 𝐽𝑠𝑐  is nearly independent 

of X. However, under weak illumination, there is degradation of 𝑉𝑜𝑐  and fill 

factor (FF) leading to a loss in    efficiency. For the non-doped IB, there is also 

a strong reduction in 𝐽𝑠𝑐  further illustrating the need to photofill the IB when it 

is non-doped and the cell operated under anything other than highly 

concentrated light. 

 

In the simulation above, the doping concentration is set to the optimal 

value of half the effective density of states of IB. This is because incident 

photon fluxes absorbed by CB-IB and IB-VB transitions are almost the same, 

and thus, the optimal IB occupancy is almost 0.5. Therefore, the optimal doping 

concentration largely depends on the ratio of the two photon fluxes. However, 

the other doping concentrations in the top emitter and bottom base regions and 

the potential profile under the operation should also be considered. Thus, the 

simulation with including the whole cell structure is important especially under 

low light concentration.  

  

1.3.3. Interband recombination rates 

The  analysis above considers the problem of sequential photon absorption 

via the IB, but assumed radiatively limited recombination. We now turn to an 

equally important aspect that of the interband recombination rate. For the IB to 

add to the solar cell efficiency there must be a net generation of carriers via the 

IB. However, if the recombination rate is very fast compared to generation rate, 

then this will limit the carrier density that can develop in the IB.                                                                                     

The spontaneous emission rate, 𝑟𝑠𝑝  is proportional to the density of photon 

states 𝑔𝛾  and an integration over all possible carriers that can participate in a 

optical transitions while conserving energy and momentum. 

             𝑟𝑠𝑝   ћ𝜔 = 𝑔𝛾  (ћ𝜔)  𝑀 𝜖, ћ𝜔 𝑛𝑢 𝜖 𝑛0 𝜖 + ћ𝜔 
∞

0
𝑑𝜖             (1.14) 

Therefore the spontaneous emission rate can be written as  

             𝑟𝑠𝑝 ћ𝜔 = 𝑔𝛾 (ћ𝜔)𝑀(𝜖 ′, ћ𝜔)𝑛𝑢 𝜖 ′ 𝑛0 𝜖 ′ + ћ𝜔                       (1.15) 

The total transition rate is found by integrating over all possible transition 

energies  

             𝑅𝑠𝑝 =  𝑟𝑠𝑝 ћ𝜔 𝑑 ћ𝜔 
∞

0
                                                            (1.16)  
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A convenient and commonly used expression for the net radiative 

recombination rate is given by  

             𝑅𝑠𝑝 = 𝐵𝑛𝑝                                                                                  (1.17) 

where 𝐵 is related to the the absorption coefficient by [16]  

            𝐵 =
8𝜋

𝑕3𝑐2  𝛼(𝐸)𝐸2∞

𝐸𝑔
exp⁡(

−𝐸

𝑘𝐵𝑇
)𝑑𝐸                                              (1.18) 

1.4. Review of present status on solar cell developments 

1.4.1. Highly mismatched alloys (HMAs) 

1.4.1.1. HMA materials and electronic properties 

Highly mismatched alloys (HMAs) are a class of semiconductors 

containing isoelectronic elements with very large differences in terms of atom 

size, ionicity, and electronegativity, for instance, GaAs1-xNx in which N ions 

substitute the As sites as well as ZnTe1-xOx alloys in which O ions substitute the 

Te sites. These alloys have very unusual electronic and optical properties, for 

example, alloying of GaAs1-xNx can result in an unusual compositional 

behaviour of the bandgap. These HMAs have been investigated for 

optoelectronic applications on account of their strong bandgap reduction, 

notably the use of GaInAsN, in both edge emitting and vertical cavity surface 

emitting lasers, semiconductor optical amplifiers, photodetectors, and optical 

modulators [17]. Considerable attention has also been drawn due to their 

potential for 1-eV subcell in ultrahigh efficiency multi-junction solar cells that 

are based on existing GaAs technologies [18].  

 

The alloy bandgap varies as a function of composition and can be 

estimated to a first degree by the linear interpolation between the values of the 

endpoint materials, A and B, assumed by the virtual crystal approximation 

(VCA), where the potential of the periodic crystal is taken as an average of the 

atomic potentials of the constituents. However, semiconductor alloys usually 

exhibit some deviation, or bowing, away from this trend due primarily to 

constituent mismatch and disorder related potential fluctuations. Instead, the 

bowing is typically described by a quadratic relationship between the two gaps 

using an empirically determined nonlinear or bowing parameter b to 

characterize the degree of divergence from the VCA [19] 
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𝐸𝑔
𝑎𝑙𝑙𝑜𝑦

  𝑥 = 𝑥𝐸𝑔
𝐴 +  1 − 𝑥 𝐸𝑔

𝐵 − 𝑏𝑥(1 − 𝑥)                           (1.19)     

 

Here, x is the fraction of compound A mixed in compound B. While the values 

of b required to satisfy the bowing in most alloys are typically smaller than 

their bandgaps, such as in the direct bandgap case of AlxGa1-xAs   𝑏 = 0.437  

[20], the bowing parameter determined for GaAs1-xNx is more than ten times the 

gap of GaAs. Although the large bowing was expected to produce a 

semimetallic overlap at intermediate compositions, more detailed studies found 

a reduction of the bowing parameter with increasing composition [21-23]. In 

addition to the bandgap bowing issue, further optical investigations of GaAs1-

xNx have shown that at energies higher than the fundamental bandgap there is 

an additional transition denoted 𝐸+ [24,25]‏. These observations suggest that a 

single bowing parameter no longer adequately describe the trend of the 

bandgap, and more advanced theory is required. Similarly, large bandgap 

bowing observed in other III-V, II-VI, and IV-IV compounds including 

GaNxAs1-x-yPy [26], GaBixAs1-x [27], ZnTe1-xOx [28], ZnTexS1-x [29], and 

SnxGe1-x [30]. 

 

This anomalous behaviour has been understood in terms of a band 

anticrossing (BAC) model [25,31,32]. This model has also been invoked to 

explain Mn-derived impurity band in a dilute magnetic alloy GaMnxAs1-x [33]. 

A highly electronegative, isoelectronic impurity atom, such as N in GaAs or O 

in ZnTe, introduces localized s-like states near the CB edge of the host 

compound, while a large metallic impurity atom with a much lower ionization 

energy than that of the host anion, i.e., As in GaN or Te in ZnO, introduces 

localized p-like states near the VB edge. The BAC model predicts that an 

anticrossing interaction between the localized states of these impurity atoms 

and the extended states of the host leads to a restructuring of the CB or the VB 

into 𝐸+ ‏and 𝐸− subbands. Wu et al. [34] have derived the BAC model using the 

Green’s functions of Anderson many impurity model [35] in the coherent 

potential approximation, and the dispersion relation for the impurity 

composition x are then determined from the two-state like eigenvalue problem 

 

 
𝐸𝑘

𝑐 − 𝐸(𝑘) 𝐶𝐴 𝑥

𝐶𝐴 𝑥 𝐸𝐷 + 𝑖𝛤 − 𝐸(𝑘)
                                                   (1.20) 
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The term 𝛤 is the energy broadening of impurity level 𝐸𝐷, 𝐸𝑘
𝑐  is the unperturbed 

CB dispersion, 𝐶𝐴 is the coupling parameter interpreting as hybridization 

strength of two anion elements. In the event that 𝛤 = 0, the dispersion relation 

is given as 

 

𝐸± 𝑘 =
1

2
 (𝐸𝑘

𝐶 + 𝐸𝐷) ±  (𝐸𝐾
𝐶 + 𝐸𝐷)2 + 4𝐶𝐴

2𝑥                      (1.21) 

 

The dispersion of two CB subbands 𝐸+ ‏and 𝐸−‏can be observed in the 

schematic examples of calculated band structures in Figure 1.9 based on the 

BAC model [36]. The effect of the interaction is most pronounced for the states 

located close to impurity state 𝐸𝐷. When 𝐸𝐷 is located within the CB of the 

matrix (for example, N state lies at about 0.25 eV above the CB in GaAs [25]), 

as depicted in Figure 1.9.a, the CB states at the 𝐸− edge retain mostly the 

extended 𝐸𝑀-like character (𝐸𝑘
𝐶  in equations 1.20 and 1.21) and those at the 𝐸+ 

edge have a more localized 𝐸𝐷-like character. The 𝐸− subband narrows 

drastically as the energy position of the 𝐸𝐷 level moves down relative to the 

bottom of the CB. Narrowing of the band indicates a gradually increased 

contribution of the localized nature to the lowest subband, leading to a highly 

nonparabolic dispersion relationship that induces an enhancement of the 

effective mass and the density of states in the lower subband. When 𝐸𝐷 is 

located below the CB edge (for example, N state lies at about 0.1 eV below the 

CB in GaP [25] or O state at about 0.4 eV below ZnTe [28], as illustrated in 

Fig. 1.9.b subbands 𝐸− and 𝐸+ ‏switch their character: the 𝐸−  subband states 

assume a highly localized nature and the 𝐸+ ‏subband states possess the 

character of the extended state. 
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Figure1.9. Illustration of the effects of BAC on the CB in the vicinity of the - 

point minimum for two cases: (a) The isoelectronic N induced localized state is 

resonant with the CB and (b) the localized state is located below the CB. The 

solid curves are the restructured 𝐸− and 𝐸+ ‏subbands resulting from the BAC 

interaction between the localized states (dashed-dotted line) and the extended 

states of the CB (broken line). 

 

1.4.1.2. HMA ZnTe1-xOx 

In II-VI ZnTe system, addition of a small amount of isoelectronic oxygen 

(O) leads to the formation of a narrow-derived band (𝐸−) of extended states 

located well belowthe CB (𝐸+‏) edge of the  ZnTe [28,37]. The key difference of 

this system from the III-V GaAs1-xNx system is that the IB is relatively localized 

in its band dispersion since the O level exists 0.4 eV below the CB of ZnTe. 

Figure 1.10 shows the transition energies from the VB to the 𝐸− and 𝐸+ ‏bands 

as a function of O composition x of ZnMnTe1-xOx layers synthesized using 

pulsed laser melting followed by rapid thermal annealing. With increasing x, 

the increasing difference between the 𝐸− and 𝐸+ location shows a typical 

behaviour for interacting two-level systems. The coupling parameter CA in 

ZnTe1-xOx is estimated to be 3.2 eV [38], and this value can be compared with 

those of ZnSexTe1-x (1.0 eV), ZnSxTe1-x (1.0 eV), ZnSe1-xOx (1.8 eV), and 

GaAs1-xNx (2.7 𝑒𝑉) systems [31,39,40]. In the BAC model, the magnitude of 
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this matrix element depends on the electronegativity difference between the 

matrix anion elements [31], and this difference is larger between O and Te 

(∆χ = 1.4 eV) than that between Se and Te (∆χ = 0.3 eV), S and Te (∆χ =

0.4 eV), Se and O (∆χ = 1.1 eV) ,and N and As (∆χ = 1.0 eV). This trend is in 

good agreement with obtained coupling parameter for ZnTe1-xOx. 

 

The key feature of a HMA is the formation of two subbands due to the 

highly mismatched impurity-induced splitting of the CB. This feature allows 

one choosing extra path for photon absorption (three paths in contrast to only 

one-path in N-free GaAs host or O-free ZnTe). Further, using suitable amount 

of N or O composition, the multiple bandgaps can be optimized which add an 

additional advantage of the HMA system for IBSC application under desired 

level of solar concentration.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure1.10. Experimentally obtained energy positions of E_ (closed circles) 

and E‏+ (open circles) for the 𝑍𝑛0.88𝑀𝑛0.12𝑂𝑥𝑇𝑒1−𝑥alloys plotted against the O 

mole fractions x. 

 

The simplicity and ease of interpretation of BAC model allows one 

designing multiple bands for certain impurity composition using an analytical 

expression. The experimental results obtained so far can be fairly explained by 

the BAC prediction. Yet some of the required feature for IBSC application 
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needs more investigation, for example, nature of transition strength between 

the 𝐸−and 𝐸+ ‏subbands. For bulk ZnTe1-xOx, large oscillator strengths of the IB 

states to the VB and CB were calculated by Lee and Wang using density 

functional theory (DFT) [41]. Projection analyses show that the IB states 

mostly consist of Zn 𝑠-states and O 𝑠- and 𝑝-states [41,42], and the strong 

oscillator strengths from IB to both VB and CB are ascribed to the mixed 𝑠 and 

𝑝 characters of the IB states [41]. 

 

However, HMAs are generally difficult to prepare due to large miscibility 

gaps. For example, in GaAsN system, one problem is the low equilibrium 

solubility of N in GaAs, which is only on the order of 1014 atoms 𝑐𝑚−3 [43]. 

As a new class of artificial materials, HMAs are still in the experimental stages 

of their development. In this context, application of HMAs to IBSCs adds extra 

level of complication which encompasses full structure device design including 

substrate selection, diode formation with suitable level of doping, electrical 

isolation of IB, and a suitable window layer for a functional solar cell. The two 

IBSC systems of group III-V (GaAsN) and II-VI (ZnTeO) semiconductors have 

demonstrated potential for IBSC application.  

 

1.4.1.3. II–VI ZnTeO-based thin-film IBSC 

In recent years, II-VI ZnTeO is another HMA system besides III-V GaAsN 

system which is increasingly drawing interest for IBSC application. This is 

because of the formation of O-derived narrow band (𝐸−) of extended states 

located well below the CB  (𝐸+) edge of the ZnTe, and the 𝐸− band can be used 

as an IB [28,37,44,45]. In order to study the role of IB on the photocurrent 

production, there are a few experimental results on two-step photon absorption 

(TSPA) reported using laser or light emitting diode as illumination light sources 

[37,44].  

 

Very recently, more detailed studies on the TSPA process in ZnTeO have 

been reported by Tanaka et al. [45,46]. They prepared a series of ZnTeO IBSCs 

with different thicknesses of surface-side blocking layer (undoped ZnTe layers 

with 0, 50, 100, and 200 nm of thicknesses) while other layers were kept fixed, 

as shown in Figure 1.11.b. The unblocked IB (UIB) structure has the IB 

connected to the CB of ZnO window layer, while the blocked IB (BIB) has the 

blocking layers (undoped ZnTe layers) on both the surface and the substrate 
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sides. The UIB device serves the purpose of a reference sample. An additional 

ZnTe reference solar cell without a ZnTeO absorber was prepared as an IB-free 

reference sample, as shown in Figure 1.11.a. 𝐽– 𝑉 curves of these devices under 

1 sun illumination (AM 1.5), and the external quantum efficiency (EQE) 

spectra at romm temperature (RT) are shown in Figures 1.12.a and 1.12.b. Note 

that the 𝑉𝑜𝑐  and 𝐽𝑠𝑐  values in Figure 1.12.a are higher than those for the devices 

with a thinner blocking layer. This has been ascribed to the increased fraction 

of light absorption by the thick ZnTe blocking layers, not by the ZnTeO layers. 

The smaller bandgap between VB and IB(𝐸−) of ZnTeO is likely responsible 

for the smaller 𝑉𝑜𝑐  of UIB device, since the low energy photocurrent edge in 

UIB at about 1.65 eV in Figure 1.12.b corresponds to the optical transitions 

from VB to IB. The second edge at about 2.3 eV in UIB and BIB devices can 

be attributed to the transitions from the VB to 𝐸+ in ZnTeO and from the VB to 

the CB in ZnTe. Further, note that the 𝑉𝑜𝑐  values are much lower for these 

devices compared with the bandgap of ZnTe. This has been ascribed mainly 

due to the large CB offset existing at the interface between ZnO and ZnTeO.  
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Figure 1.11. Device structure and calculated band diagrams of (a) 𝑛+-𝑍𝑛𝑂/ 𝑖-

𝑍𝑛𝑂/𝑖-𝑍𝑛𝑇𝑒/𝑝-𝑍𝑛𝑇𝑒 reference device and (b) 𝑍𝑛𝑇𝑒𝑂 BIB device. 

 

 

Figure 1.12. (a) 𝐽– 𝑉characteristics of an UIB device and a set of BIB devices 

with different blocking layer thicknesses (50, 100, and 200 nm). (b) Spectral 

dependence of EQE for the UIB and the BIB with 200 nm-thick barrier. EQE 

spectrum for ZnO/ZnTe solar cell without IB is also shown for comparison. 

 

A direct evidence of photocurrent production via TSPA in these II-VI 

ZnTeO devices has been provided using an additional IR light source similar to 

the EQE measurement setup. In the present system, the IR light source passes 
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photons with the wavelength longer than 1000 nm or the photon energy below 

1.24 eV. The EQE was recorded with and without the IR illumination, and the 

EQE represents photocurrent production due to TSPA. The EQE at RT for 

the 50 nm-thick barrier device is shown in Figure 1.13 [45]. The increases of 

EQE at the energy region between 1.65 ans 2.25 eV are ascribed to the 

enhanced IB-CB transitions of electrons excited from VB to IB; whereas those 

at the energy region above 2.25 eV can be explained by the re-excitation of 

electrons being trapped into IB after the initial transition from VB to CB and 

then to IB by a fast relaxation. 

 

While the above experiments demonstrated that the potentials of ZnTeO 

alloy for the IBSC application, the performance as a solar cell device is yet low. 

Improvement of the front-side barrier layer is needed since the present 

structures require thick 𝑖-ZnTe barrier layers to isolate the IB from the 

contacts. The thick  𝑖-ZnTe barrier layer can absorb the crucial part of the solar 

spectrum which would otherwise be absorbed and converted into electricity by 

the ZnTeO base layer. Another key issue is the sufficient collection of photo-

carriers due to the sub-bandgap photons. In a real device, the location of the 

junction existing near the surface poses difficulty in carrier collection for sub-

bandgap response where absorption is located farther from the surface. 

    

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.13. Spectral dependence of EQE measured at RT for the BIB device 

with a 50 nm-thick blocking layer. 
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In short, HMAs are still in the experimental stages of their development. 

However, the systems here-reviewed so far clearly have demonstrated the 

potentials for IBSC application. For the highly efficient IBSCs, further 

improvement of the electronic and optical qualities, e.g., mobility and minority 

carrier lifetime, are required. Lattice-matched systems can allow superior 

heterojunctions suppressing formation of nonradiative defects, etc. Also, for the 

electrical isolation of the IB, the device design requires some innovative ideas 

including material development. Another issue is the improvement of the 

transition strength of long wavelength photons stepping into the IB. One would 

expect that if the localized impurity level lies below the CB, the final transition 

may be stronger due to the more impurity derived E and more extended like 

𝐸+. This has motivated the research on ZnTeO system and other II-VI-based on 

ternary alloys such as ZnSe1-xOx and ZnS1-xOx. This later system has been 

retained to be theoretically investigated in the present thesis. Our investigations 

are carried out within the density functional theory (DFT) from work for both 

kinds of the alloys: conventional and dilute alloys. 

 

1.5. Conclusion  

In the present chapter, we have introduced the concept of IBSCs and some 

physical properties necessary to understand how the devices of interest operate. 

The interband optical absorption, the simulation and performance of IBSCs as 

well as the interband recombinations have all been addressed. A summary of 

the present status of IBSCs along with the most important materials have also 

been reported. Up to date, most research works are mainly focused on ZnTeO 

system and other II-VI based on ternary alloys such as ZnSe1-xOx and ZnS1-xOx. 

This later system has been retained to be theoretically investigated in the 

present thesis. Our investigations are carried out within the density functional 

theory (DFT) to which chapter 2 is devoted.  
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2.1. Introduction 

Since the advent of quantum mechanics, the description of a system of 

interacting particles (or N-body problem) has been the subject of ceaseless 

research, which are of high importance when describing more faithfully the 

electronic structure of a solid. Since the N-body problem does not admit an 

analytical solution, several methods have been proposed to solve the 

Schrödinger equation. 

        

The physics of condensed matter and the materials science are intimately 

linked to the understanding and exploitation of the interacting electron and 

nucleus systems. In principle, all properties of materials can be addressed if 

there exist effective computational methods for solving this quantum 

mechanical problem. In fact, knowledge of electronic properties makes it 

possible to obtain information on the structural, mechanical, electronic, 

vibrational, thermal and optical characteristics of solids. However, the electrons 

and nuclei that make up the materials constitute a many body system with 

strong interactions, so that direct resolution of the Schrödinger equation is 

impossible. Thus, according to the expression used by P.A.M. Dirac in 1929, 

any progress in this knowledge depends essentially on the elaboration of the 

most accurate approximation techniques. 

        

Nowadays, it is well established that density functional theory (DFT) is the 

most used method of calculation as concerns the physical properties in 

theoretical physics, because it allows to treat the correlations that exist in large 

systems comprising a huge number of electrons. 

 

In this chapter, we will develop the theoretical tools that allowed us to 

conduct the structural, electronic and optical study of materials under 

investigation. We begin by briefly describing the Born-Oppenheimer 

approximation, and then present the functional theory of density. 

 

2.2. Solving Schrödinger equation 

The solution of the Schrödinger equation gives information about various 

processes and phenomena occurring in complex systems. The complexity of the 

solution increases with the increasing number of particles in the system. 

Consider a system of N-particles interacting with each other via Coulomb 
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potential and subjected to an external potential 𝑉𝑒𝑥𝑡 . The many-body 

hamiltonian operator that governs the behavior of a system of interacting 

electrons and nuclei in atomic units takes the form [1]:  

 

          𝐻 = − 
1

2
 ∇i

2
𝑖 +  

𝑍𝐼

ǀ𝑟𝑖−𝑅𝐼 ǀ
𝑖 ,𝐼 +

1

2
 

1

ǀ𝑟𝑖−𝑟𝑗 ǀ
𝑖 ≠𝑗 −  

1

2𝑀𝐼
𝐼 ∇I

2 +
1

2
 

  𝑍𝐼  𝑍𝐽

ǀ𝑅𝐼−𝑅𝐽 ǀ
𝐼 ≠𝐽   (2.1) 

  𝑇 𝑁 = −  
1

2𝑀𝐼
𝐼 ∇I

2 ∶ kinetic energy of nuclei                                    (2.2) 

  𝑇 𝑒 = − 
1

2
 ∇i

2
𝑖 ∶ kinetic energy of electrons                                   (2.3)  

  𝑉 𝑁−𝑁 =
1

2
 

  𝑍𝐼  𝑍𝐽

ǀ𝑅𝐼−𝑅𝐽 ǀ
𝐼 ≠𝐽 ∶ nuclei − nuclei repulssive interaction       (2.4) 

  𝑉 𝑁−𝑒 =   
𝑍𝐼

ǀ𝑟𝑖−𝑅𝐼 ǀ
𝑖 ,𝐼  attractive nuclei − electron interaction           (2.5) 

  𝑉 𝑒−𝑒 =
1

2
 

1

ǀ𝑟𝑖−𝑟𝑗 ǀ
𝑖 ≠𝑗 ∶ electron − electron repulsive interraction  (2.6) 

 

where summations over i and j correspond to the electrons, and summations 

over 𝐼 and 𝐽 correspond to the nuclei. 

 

The kinetic energy terms employ the spatial differential operator ∇ where 

the  I
th
 nuclei, with atomic number 𝑍𝐼  , has a mass ratio of  𝑀𝐼 to that of an 

electron. The three dimensional vector positions of the I
th
 electron and I

th
 nuclei 

are denoted 𝑟𝑖and 𝑅𝐼 respectively. 

 

This can be written in compact form in the following manner : 

 

   𝐻 = 𝑇 𝑒 𝑟 + 𝑇 𝑁 𝑅 + 𝑉 𝑁−𝑁 𝑅 + 𝑉 𝑁−𝑒 𝑟, 𝑅 + 𝑉 𝑒−𝑒 𝑟               (2.7) 

 

where the various kinetic energy 𝑇  and the potential 𝑉  depend on the positions 

of  electron (e) and nuclei (N) positions r and R respectively [2]. 

 

2.2.1. Born-Oppenheimer approximation 

 The time-independent Schrödinger equation for the system reads 

 

HΨ({𝑟𝑖    }, {𝑅𝐼
     }) =EΨ({𝑟𝑖    },{𝑅𝐼

     })                                                    (2.8)    

 

where Ψ({𝑟𝑖    
},{𝑅𝐼

     }) is the total wave function of the system. In principle, 

everything about the system is known if one can solve the above Schrödinger 

equation. However, it is impossible to solve it in practice. A so-called Born-
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Oppenheimer approximation was made by Born and Oppenheimer in 1927 [3]. 

Since the nuclei are much heavier than electrons (the mass of a proton is about 

1836 times the mass of an electron), the nuclei move much slower (about two 

order of magnitude slower) than the electrons [4]. 

 

The motivation behind this approximation is two-fold. The first, is that 

(2.7) would be much more tractable to solve if it were separable, but the 

electron-nuclei interaction term 𝑉 𝑁−𝑒(𝑟, 𝑅) prevents this as it depends explicitly 

on both the positions of the electrons as well as the positions of the nuclei 𝑅. 

The second motivating factor comes from the observation that the mass of an 

electron is negligible if compared to the atomic masses in the system, i.e. that 

𝑀𝐼 ≫1. Thus the nuclei, being orders of magnitude heavier compared to the 

light, agile electrons, can be assumed to remain stationary from the point of 

view of an electron, as the spatial configuration of nuclei might change, we 

assume electrons will instantly find themselves adjusted to the new spatial 

configuration of nuclei. Thus we fix spatial configuration of nuclei 𝑅 to some 

value 𝑅0, as seen in Figure 2.1, effectively parameterizing our equations. In this 

way, we have simplified our earlier problem to that of considering a system of 

moving electrons interacting with stationary nuclei as well as amongst 

themselves. Furthermore, in fixing the nuclei positions, the potential energy 

from the nuclei-nuclei interaction becomes constant and is in the following 

expression of the Hamiltonian contained in the term 𝐸𝑁𝑁 .  

 

We are also able to effectively disregard the kinetic energy  𝑇 𝑁(𝑅0) of the 

nuclei, and omit it from our new parameterized Hamiltonian : 

 

  𝐻 = T e r + V N−e r, R0 + V e−e r + E N−N = H e +  E N−N        (2.9) 

 

The new term  H e  is known as the electronic Hamiltonian, as it describes the 

motion of electrons in a fixed environment of atomic nuclei. It can be further 

broken down into having terms of internal and external character by writing : 

 

                   𝐻 𝑒 = 𝑇 𝑒 𝑟 + 𝑉 𝑒𝑥𝑡  𝑟; 𝑅0 + 𝑉 𝑖𝑛𝑡  𝑟                                                   (2.10) 

 

where we have classified the action of nuclei upon the electrons via an external 

potential  𝑉𝑒𝑥𝑡   and the electron-electron interaction as that of an internal 

potential 𝑉𝑖𝑛𝑡  [2]. 
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Figure 2.1. Visualizing the Born-Oppenheimer approximation, where all nuclei 

are fixed in space to a set of positions R0 while the electrons are still free to 

move. Any change in the spatial configuration R0 of nuclei is assumed to 

happen slowly enough for the electrons to adiabatically adapt to. 

 

2.2.2. The variational principle 

Given a system with Hamiltonian 𝐻 , the variation theorem states that, if 

any normalized electronic wave function 𝜓 (𝑟)  satisfies the boundary 

conditions of the Hamiltonian, which need not be the true solution of 

Schrödinger equation, the expectation value of the H corresponding to  𝜓 (𝑟) 

will be always greater than or equal to the ground state  𝐸0 of the electronic 

Schrödinger equation : 

 

           𝜓 𝐻  𝜓 ≥ 𝐸0                                                                                (2.11) 

 

Hence, finding the ground state energy and wave function of many-body 

system can be formulated as a variational minimization problem : 

  

          𝛿 𝜓0 𝐻  𝜓0 = 0                                                                                      (2.12) 
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 In the electronic problem, the wave function depends on the coordinates of 

all electrons. As a next approximation the trial global wave functions are 

chosen as combinations of single electrons functions, so called Slater 

determinants. Therefore, a general method is needed to construct electron wave 

functions which are completely antisymmetric in all cases. For this purpose, we 

can use the complete antisymmetry property of determinants. Since 

interchanging any two rows (or columns) of determinant changes the sign of 

determinant, completely antisymmetric wave function can be expressed in the 

form of determinant. 

   

Let us consider the case of n electrons. Let 𝜓1 , … … … , 𝜓𝑛  be some 

arbitrary "one particle states" of electrons. By "one-particle state" we mean the 

spin and space part of wave function of single electron. So, for the state where 

these n electrons are in these n one-particle states, the wave function of the 

whole system can be written as : 
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     (2.13)                                                                                                                                             

 

This expression is called a Slater determinant of n states 𝜓1 , … … … , 𝜓𝑛 . 

  

As can be seen, exchanging the coordinates of i
th
 and j

th
 particles 

coordinates is equivalent to interchanging i
th
 and j

th
 columns of the determinant. 

As a result, exchange of any two particles coordinates changes the sign of the 

wave function of the system Ψ. We have managed to obtain a totally 

antisymmetric row wise, interchanging the place of any two one-particle states 

will be change the sign of Ψ. One implication of this property is that when you 

have chosen a set 𝜓1 , … … … , 𝜓𝑛  such that two states are the same, e.g 𝜓𝑖 = 𝜓𝑗 , 

then the wave function of the system is identically zero. This is because, when 

you interchange the position of ith and jth states, Ψ should remain the same 

since the one-particle-state set is unchanged. On the other hand, it should 

change sign because of the antisymmetry of the determinant. Last two 

sentences are consistent only if Ψ is identically zero. Since an identically zero 
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wave function is not possible in quantum mechanics, we should have distinct 

one-particle states in the set 𝜓1 , … … … , 𝜓𝑛 . This is the famous Pauli Exclusion 

Principle formulated by Pauli in 1925 : Two electrons in a system can never be 

in the same one-particle state [5]. 

  

2.2.3. Hartree-Fock theory 

A full quantum solution of the complicated many-electron problem is very 

difficult, because these problems involve a number of electrons around a 

number of atomic nuclei, however; approximations can be made, the real skill 

you need to master is solving the wave function for the electrons given the 

positions of the nuclei. But even given the positions of the nuclei, a brute force 

approach for any many electron problem turns out to be too laborious. The 

Hartree-Fock (HF) approximation is one of the most important ways to tackle 

that problem, and has been so since the early days of quantum mechanics the 

HF method seeks to approximately solve the electronic Schrödinger equation 

and it assumes that the full many body wave function can be approximated by a 

single Slater determinate, whose elements are one electron orbital and spin part. 

Since the energy expression is symmetric, the variational theorem holds, and so 

we know that the Slater determinant with the lowest energy is as close as we 

can get to the true wave function for the assumed functional form of a single 

Slater determinant. The Hartree-Fock method determines the set of spin orbitals 

which minimize the energy and give as this best single determinant [5]. 

 

The electronic wave function depends on the spatial coordinates of the 

electrons. If we assume the particles in the system do not interact, so the 

individual electron wave functions can be expressed by : 

 

          𝛹  𝑟𝑖  = 𝜓1 𝑟1 𝜓2 𝑟2 … . . 𝜓𝑁 𝑟𝑁                                             (2.14) 

  

This approach was originally proposed by Hartree in 1928 [6]. This leads to the 

Hartree scheme which is the simplest approximation of the full wave function. 

However, the antisymmetry of the many fermions wave function cannot be 

contained in Hartree approximation due to the distinguishable particles. This 

means the description of (2.14) is incomplete. 

Hartree-Fock theory [7,8] is a frequently used approximation to the 

Schrödinger equation. In this theory, the fermionic nature of electrons is 
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incorporated. The Hartree-Fock wave function which built up by one electron 

functions is defined as a antisymmetric Slater determinant [9]. In line with the 

Pauli principle, the determinant will change sign when interchanging the 

coordinates of any arbitrary two electrons. The one electronic Hartree-Fock 

wave function is solution for the equation : 

 

 − 
m2

2
 ∇𝑖

2 + 𝑉𝑒𝑥𝑡  𝑟 + 𝑉𝑖
𝐻 𝑟 𝑁

𝑖   𝜓𝑖 𝑟 − 𝑒

2

2  < 𝜓𝑗 ǀ𝑗≠𝑖  
  1

    𝑟−𝑟 ′ 
ǀ𝜓𝑖˃𝜓𝑗  𝑟 = ɛ𝑖   𝜓𝑖 𝑟   (2.15) 

 

where  𝑒2  < 𝜓𝑗 ǀ𝑗≠𝑖  
  1

    𝑟−𝑟𝑗  
ǀ𝜓𝑖˃𝜓𝑗  𝑟  is the "exchange" term describing the 

effects of exchange between electrons. Here 𝑉𝑖
𝐻 𝑟  is the Hartree potential 

expressing the Coulomb field created by the electronic density. One of the 

limiting factors of the Hartree-Fock is computational cost due to the fact that it 

takes into account higher order electron-electron correlation. 

 

2.3. Density functional theory   

Density functional theory (DFT) is a powerful, formally exact 

reformulation of quantum mechanics [10-12], it is distinct from quantum 

chemical methods because in its revolutionary perspective the electronic 

density, rather than the many-electron wave function and the associated 

multiple Schrödinger equation is replaced by the electronic density 𝑛(r)from a 

single-electron equation which is simpler to solve. This simplicity has become 

DFT one of the most used methodologies to study the electronic structure in 

matter due to its ability of produce very accurate results at low cost. In practice, 

approximations are required to implement the theory and in some cases it is 

necessary a conscious study in order to obtain rigorous results [13].          

 

2.3.1. The Hohenberg-Kohn ( HK) Theorems 

DFT was proven to be an exact theory of many-body systems by 

Hohenberg and Kohn [14] in 1964, it applies not only to condensed matter 

systems of electrons with fixed nuclei, but also more generally to any system of 

interacting particles in an external potential 𝑉𝑒𝑥𝑡 (𝑟). The theory is based upon 

two theorems.  
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2.3.1.1. The HK theorem I  

The ground state particle density 𝑛(r) of systems of interacting particles in 

an external potential 𝑉𝑒𝑥𝑡 (𝑟)  uniquely determines the external potential 𝑉𝑒𝑥𝑡 (𝑟) 

, except for a constant. Thus the ground state particle density determines the full 

Hamiltonian, except for a constant shift of the energy. In principle, all the states 

including ground and excited states of many-body wave functions can be 

calculated. This means that the ground state particle density uniquely 

determines all properties of the system completely.    

  

Proof  of the HK theorem I  

For simplicity, here we only consider the case that the ground state of the 

system is nondegenerate. It can be proven that the theorem is also valid for 

systems with degenerate ground states [15]. The proof is based on minimum 

energy principle. Suppose there are two different external potentials 𝑉𝑒𝑥𝑡 (𝑟) 

and 𝑉𝑒𝑥𝑡 ′(𝑟) which differ by more than a constant and lead to the same ground 

state density 𝑛0(𝑟). 

 

The two externals potentials would give two different Hamiltonian, 𝐻 and 𝐻′, 

which have the same ground state density 𝑛0(𝑟)  but would have different 

ground state wave functions,  Ψ  and Ψ
′
. 

 

           Ψ = E0Ψ And   H ′Ψ
′

= E0
′  Ψ′ . 

 

Since Ψ
′
   is not the ground state of H, it follows that 

          𝐸0 <  Ψ
′
 𝐻 Ψ

′
  

               <  Ψ
′
 𝐻′ Ψ

′
 +  Ψ

′
 𝐻 − 𝐻′ Ψ

′
                                                  (2.16) 

               < 𝐸0
′ +  𝑛0 (𝑟) 𝑉𝑒𝑥𝑡  𝑟 − 𝑉𝑒𝑥𝑡 ′ 𝑟  𝑑𝑟 

 

Similarly 

          𝐸0
′ <  Ψ  𝐻′ Ψ   

               <  Ψ  𝐻 Ψ  +  Ψ  𝐻′ − 𝐻 Ψ                                           (2.17)                                        

               < 𝐸0 +  𝑛0 (𝑟) 𝑉𝑒𝑥𝑡 ′ 𝑟 − 𝑉𝑒𝑥𝑡  𝑟  𝑑𝑟   

 

Adding (2.16 and 2.17) leads to the contradiction 

                     𝐸0 + 𝐸0
′ < 𝐸0 + 𝐸0

′                                                               (2.18) 
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Hence, no two different external potentials 𝑉𝑒𝑥𝑡 (𝑟) can give rise to the same 

ground state density 𝑛0(𝑟), i.e, the ground state density determines the external 

potential 𝑉𝑒𝑥𝑡 (𝑟), except for a constant. That is to say, there is one-one mapping 

between the ground state density 𝑛0(𝑟)  and the external potential 𝑉𝑒𝑥𝑡 (𝑟) , 

although the exact formula is unknown. 

       

2.3.1.2. The HK theorem II  

There exists a universal functional F 𝑛(r)  of the density, independent of 

external potential 𝑉𝑒𝑥𝑡 (𝑟) , such that the global minimum value of the energy 

functional 

 

E n(r) ≡  𝑛 r Vext  r dr + F 𝑛(r)   

 

is the exact ground state energy of the system and the exact ground state density 

𝑛0(r) minimizes this functional. Thus the exact ground state energy and density 

are fully determined by the functional E 𝑛(r) . 

 

 Proof of the HK theorem II 

The universal functional 𝐹 𝑛(𝑟) can be written as  

 

 𝐹 𝑛(𝑟) ≡  𝑇 𝑛(𝑟) +  𝐸𝑖𝑛𝑡  𝑛 𝑟                                                 (2.19) 

 

where 𝑇 𝑛(𝑟)  is the kinetic energy and 𝐸𝑖𝑛𝑡  𝑛 𝑟   is the interaction energy of 

the particles. According to variational principle, for any wave function Ψ
′
, the 

energy functional  𝛹 ′  : 

 

           𝐸 𝛹 ′ ≡  𝛹 ′ 𝑇+𝑉𝑖𝑛𝑡 + 𝑉𝑒𝑥𝑡  𝛹
′                                                    (2.20) 

 

has its global minimum value only when  Ψ
′
 is the ground state wave function 

Ψ
0

with the constraint that the total number of the particles is conserved. 

According to HK theorem I,  Ψ
′
must correspond to a ground state with particle 

density 𝑛′(𝑟)  and external potential 𝑉𝑒𝑥𝑡 ′(𝑟)  then 𝐸 𝛹′  is a functional of  

𝑛′(𝑟). 

  

 According to variational principle :  

   

           𝐸 𝛹′ ≡  𝛹′ 𝑇+𝑉𝑖𝑛𝑡 + 𝑉𝑒𝑥𝑡  𝛹′  
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                       =  𝐸 𝑛′(𝑟)  
                       =  𝑛′  𝑟 𝑉′𝑒𝑥𝑡  𝑟 𝑑𝑟 + 𝐹 𝑛′(𝑟)                                       (2.21) 

                       > 𝐸 𝛹0   
                       =  𝑛0 (𝑟)𝑉𝑒𝑥𝑡  𝑟 𝑑𝑟 + 𝐹[𝑛0(𝑟)]  

                       = 𝐸[𝑛0(𝑟)]   

 

Thus the energy functional E 𝑛 r  ≡  𝑛 r Vext  r dr + F 𝑛 r  evaluated for 

the correct ground state density 𝑛0(r) is indeed lower than the value of this 

functional for any other density 𝑛(r). Therefore by minimizing the total energy 

functional of The system with respect to variations in the density 𝑛(r), one 

would find the exact  ground state density and energy . 

 

The HK theorems can be generalized to spin density functional theory with 

the spin degrees of freedom [16]. In this theory, there are two types of densities, 

namely, the particle density 

 

            𝑛 𝑟 = 𝑛↑ 𝑟 + 𝑛↓ 𝑟    

 

and the spin density   

 

            𝑠 𝑟 = 𝑛↑ 𝑟 − 𝑛↓ 𝑟    

 

where ↑ and ↓ denote the two different kinds of spins. The energy functional is 

generalized to 𝐸 𝑛 𝑟 , 𝑠(𝑟) . 

 

In systems with magnetic order or atoms with net spins, the spin density 

functional theory should be used instead of the original one-spin density 

functional theory. DFT can also be generalized to include temperature 

dependence [17] and time dependence known as time-dependent density 

functional theory (TD-DFT) [18]. 

   

Although HK theorems put particles density 𝑛 𝑟   as the basic variable, it 

is still impossible to calculate any proprety of a system because the universal 

functional 𝐹 𝑛(𝑟)  is unknown. This difficulty was overcome by Kohn and 

Sham [19] in 1965, who proposed the well known Kohn-Sham ansatz. 
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Figure 2.2. Visualizing the Hohenberg-Kohn implications, where C denotes a 

constant. 

 

2.3.2. The Kohn-Sham (KS) Ansatz 

Essentitialy, the KS ansatz is the assumption that the ground state density 

of the fully interacting multi-body system is equal to that of some other systems 

where the electrons do not interact. This reduces the complexity of treating a 

system of N mutually interacting electrons to that of treating N individual non-

interacting electrons, which is far more tractable to solve, and is readily handled 

by numerical computation. The KH ansatz is based on the following two 

assumptions : 

 

2.3.2.1. KH Ansatz 1 

The precise ground state density of a system can be represented by the 

ground state density of an auxiliary system whose electrons do not interact. 

This first assumption connects the ground state density 𝑛0(𝑟) found for 

a non-interacting system with the true ground state density of a fully interacting 

many-body system. 

 

2.3.2.2. KH Ansatz 2 

The auxiliary Hamiltonian is formed such that it contains the regular 

kinetic energy operator T = −
1

2
∇ , but the potential is replaced by an effective 

potential. 

 

An extremely𝑉 𝑒𝑓𝑓  useful simplification that can be made in the second 

assumption is that of using an effective potential that is local. That is to say, an 

electron at point r will only feel its local neighborhood [2]. The effective Kohn-

n0(r) 

Ψi(r) 

 

Ψ0(r) 

Vext(r)+C 
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Sham single-particle potential is 𝑉𝐾𝑆(𝑟). For the auxiliary independent-particle 

system, the auxiliary Hamiltonian is 

  

          𝐻 𝐾𝑆 𝑟 = −
1

2
𝛻2 + 𝑉 𝐾𝑆(𝑟)                                                            (2.22)  

in atomic units ћ = 𝑚𝑒 = 𝑒 = 4𝜋 𝜖0 = 1. For a system with N independent 

electrons, the ground state is obtained by solving the N one-electron 

Schrödinger equation, 

 

           
1

2
𝛻2 + 𝑉 𝐾𝑆 𝑟  ф

𝑖
(r) =  ɛiфi

(r)                                                 (2.23)  

where there is one electron in each of the N orbitals with the lowest 

eigenvalues ɛi. The densityof the auxiliary system is constructed from: 

 

          𝑛(𝑟) =  ǀф
𝑖
(r)ǀ

2𝑁
𝑖=1                                                                       (2.24) 

 

which is subject to the conservation condition : 

 

          𝑛 𝑟 𝑑𝑟 = 𝑁                                                                                 (2.25) 

 

The non-interacting independent-particle kinetic energy 𝑇 𝑆 𝑛 𝑟   is given by, 

 

          𝑇 𝑆 𝑛 𝑟  = −
1

2
  ф

𝑖
∗𝑛

𝑖=1  𝑟 ∇2ф
𝑖
 r dr                                       (2.26) 

 

Then the universal function wave 𝐹 𝑛 𝑟   was rewritten as 

 

          𝐹 𝑛 𝑟  = 𝑇 𝑆 𝑛 𝑟  + 𝐸𝐻 𝑛 𝑟  + 𝐸𝑋𝐶  𝑛 𝑟                                (2.27) 

 

where  𝐸𝐻 𝑛 𝑟   is the classic electrostatic (Hartree) energy of the electrons, 

 

          𝐸𝐻 𝑛 𝑟  =
1

2
 

𝑛 𝑟 𝑛(𝑟′)

ǀ𝑟−𝑟′ǀ
 𝑑𝑟 𝑑𝑟′                                                    (2.28) 

 

and  𝐸𝑋𝐶  𝑛 𝑟   is the exchange-correlation (XC) energy, which 

contains the difference between the exact and non-interacting kinetic energies 

and also the non-classical contribution to the electron-electron interaction, of 

which the exchange energy is a part.  
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Since the ground state energy of many-electron system can be obtained by 

minimizing the energy functional 𝐸 𝑛 𝑟  = 𝐹 𝑛 𝑟  +  𝑛 𝑟 𝑉𝑒𝑥𝑡  𝑟 𝑑𝑟 , 

subject to the constraint that the number of electrons N is conserved, 

 

          δ F  n r  +  n r V ext  r dr − µ( n r dr − N ) = 0                (2.29) 

 

And the resulting equation is:  

 

          µ =
𝛿𝐹 𝑛 𝑟  

𝛿𝑛  𝑟 
+ 𝑉 𝑒𝑥𝑡  𝑟                                                                    (2.30) 

 

             =
𝛿𝑇𝑠 𝑛 𝑟  

𝛿𝑛 𝑟 
+ 𝑉 𝐾𝑆 𝑟                                                                    (2.31) 

 

  where  µ  is the chemical potential, 

 

          𝑉 𝐾𝑆 𝑟 = 𝑉 𝑒𝑥𝑡  𝑟 + 𝑉 𝐻 𝑟 + 𝑉 𝑋𝐶 𝑟                                             (2.32) 

 

                      = 𝑉𝑒𝑥𝑡  𝑟 +
𝛿𝐸𝐻  𝑛 𝑟  

𝛿𝑛 𝑟 
+

𝛿𝐸𝑋𝐶  𝑛 𝑟  

𝛿𝑛 𝑟 
                                    (2.33) 

 

is the KS one-particle potential with the Hartree potential 𝑉 𝐻 𝑟    

          

𝑉 𝐻 𝑟 =
𝛿𝐸𝐻  𝑛 𝑟  

𝛿𝑛 𝑟 
                                                                          (2.34) 

 

=  
𝑛(𝑟 ′)

ǀ𝑟−𝑟′ǀ
𝑑𝑟′                                                                         (2.35)  

 

and the XC potential 𝑉 𝑋𝐶 𝑟   

 

          𝑉 𝑋𝐶 𝑟 =
𝛿𝐸𝑋𝐶  𝑛 𝑟  

𝛿𝑛  𝑟 
                                                                       (2.36)                   

 

Equations (2.24, 2.25, and 2.32) together are the well-knows KS equations, 

which must be solved self-consistently because 𝑉 𝐾𝑆 𝑟  depends on the density 

through the XC potential. 

 

Nevertheless, within the KS theory itself, the eigenvalues have a well-

defined meaning and they are used to construct physically meaningful 

quantities. They have a definite mathematical meaning, often known as the 
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Slater-Janak theorem. The eigenvalue is the derivative of the total energy with 

respect to occupation of a state, i.e.  

 

          ɛi =
𝑑𝐸𝑡𝑜𝑡𝑎𝑙

𝑑𝑛 𝑖
                                                                                     (2.37) 

 

              =  
𝑑𝐸𝑡𝑜𝑡𝑎𝑙

𝑑𝑛 (𝑟)

𝑑𝑛 (𝑟)

𝑑𝑛 𝑖
𝑑𝑟                                                                     (2.38) 

 

Although exact in principle, the KS theory is approximate in practice because 

of the unknown XC energy functional 𝐸𝑋𝐶  𝑛 𝑟   [4]. 

 

2.3.3. Exchange-Correlation functional 

In fact, the exchange-correlation functional is not known although the 

existence of   𝑉 𝑋𝐶 𝑟  is guaranteed by HK theorem. Several approximations 

have been developed during the last decades. The simplest one is when the 

electron density is assumed to be constant around a particular point in space. 

This is the homogeneous electron gas approximation (HEG) [20]. In this case, 

the exchange correlation functional can be derived exactly. The exchange-

correlation potential at each position, based on the uniform electron gas, is 

known: 

 

          𝑉 𝑋𝐶 𝑟 = 𝑉 𝑋𝐶
𝐻𝐸𝐺  𝑛 𝑟                                                                      (2.39) 

  

An implicit definition of 𝐸𝑋𝐶  𝑛 𝑟   can be given as : 

 

          𝐸𝑋𝐶  𝑛 𝑟  = 𝑇  𝑛 𝑟  − 𝑇 𝑆 𝑛 𝑟  + 𝐸𝑖𝑛𝑡  𝑛 𝑟  − 𝐸𝐻 𝑛 𝑟          (2.40) 

 

where 𝑇  𝑛 𝑟   and 𝐸𝑖𝑛𝑡  𝑛 𝑟   are the exact kinetic and electron-electron 

interaction energies of the interacting system respectively. It is crucial to have 

an accurate XC energy functional 𝐸𝑋𝐶  𝑛 𝑟   or potential 𝑉 𝑋𝐶 𝑟  in order to 

give a satisfactory description of a realistic condensed matter system. The most 

widely used approximations for XC potential are the local density 

approximation (LDA) and the generalized-gradient approximation (GGA) [4]. 

 

2.3.4. The local (spin) density approximation 

The simplest approximation to the XC functional is the local density 

approximation (LDA), which assumes that the electron density can be treated 
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locally as a homogeneous electron gas (HEG), so that the XC energy can be 

evaluated from the charge density at the point under consideration. LDA was 

first formulated by Kohn and Sham [21] and holds for systems with slowly 

varying densities. 

  

The XC energy per electron at a point r is considered the same as that for a 

homogeneous electron gas (HEG). The total exchange-correlation functional 

𝐸𝑋𝐶  𝑛 𝑟   can be written as : 

 

          𝐸𝑋𝐶
𝐿𝐷𝐴  𝑛 𝑟  =  𝑛 𝑟 ɛ𝑋𝐶

ℎ𝑜𝑚   𝑛 𝑟  𝑑𝑟 

                              =   𝑛 𝑟 ɛ𝑋
ℎ𝑜𝑚   𝑛 𝑟  + 𝑛 𝑟 ɛ𝐶

ℎ𝑜𝑚     𝑛 𝑟   𝑑𝑟        (2.41)                                 

                                 = 𝐸𝑋
𝐿𝐷𝐴  𝑛 𝑟  + 𝐸𝐶

𝐿𝐷𝐴  𝑛 𝑟   

where ɛ𝑋𝐶
ℎ𝑜𝑚  is the XC energy per electron of an electron gas with uniform 

density. The exchange-energy density of a HEG is known analytically, thus 

yielding a simple expression for the exchange energy [22] :                       

 

          𝐸𝑋
𝐿𝐷𝐴  𝑛 𝑟  = −

3

4
 

3

𝜋
 

1 3 

 𝑛4 3  𝑟 𝑑𝑟                                         (2.42) 

 

where  

 

          ɛ𝑋𝐶
ℎ𝑜𝑚  𝑛 𝑟  = −

3

4
 

3

𝜋
 

1 3 

𝑛4 3  𝑟                                                  (2.43) 

 

The local spin-density approximation (LSDA) is a straightforward 

generalization of LDA to include electron spin, written as 𝐸𝑋𝐶
𝐿𝑆𝐷𝐴  𝑛↑, 𝑛↓ , and it 

provides an improvement for systems where the spin of electrons is important 

[23]. 

 

For spin polarized systems, the exchange functional is known exactly from the 

result of spin-unpolarized functional : 

   

          𝐸𝑋   𝑛↑ (𝑟), 𝑛↓(𝑟) =
1

2
(𝐸𝑋 2𝑛↑  𝑟  + 𝐸𝑋 2𝑛↓ 𝑟  )                     (2.44) 

 

The XC potential 𝑉 𝑋𝐶
𝐿𝐷𝐴  in LDA is : 

  

          𝑉 𝑋𝐶
𝐿𝐷𝐴 =

𝛿𝐸𝑋𝐶
𝐿𝐷𝐴

𝛿𝑛 (𝑟)
                                                                                 (2.45) 
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within LDA, the total energy of the system is : 

 

 𝐸𝑡𝑜𝑡  𝑛 𝑟  = 𝑇 𝑠 𝑛 𝑟  + 𝐸𝐻 𝑛 𝑟  + 𝐸𝑋𝐶  𝑛 𝑟  +  𝑛(𝑟)𝑉 𝑒𝑥𝑡 (𝑟) 𝑑𝑟     (2.46) 

         

The LDA is very simple; corrections to the exchange-correlation energy 

due to the inhomogeneities in the electronic density are ignored. However it is 

surprisingly successful and even works reasonably well in systems where the 

electron density is rapidly varying. One reason is that LDA gives the correct 

sum rule to the exchange-correlation hole. That is, there is a total electronic 

charge of one electron excluded from the neighborhood of the electron at r. In 

the meantime, it tends to underestimate atomic ground state energies and 

ionization energies, while overestimating binding energies. It makes large 

errors in predicting the energy gaps of some semiconductors. Its success and 

limitations lead to approximations of the XC energy functional beyond the 

LDA, through the addition of gradient corrections to incorporate longer range 

gradient effects (GGA) [4].  

 

2.3.5. The Generalized Gradient Approximation 

The next level of generalization of the exchange-correlation functional 

above LDA is to allow a dependency on the density gradients [24]. An 

improvement over L(S)DA can be made by introducing one additional 

ingredient to the energy functional, the density gradient ∇𝑛(𝑟) , accounting for 

"non-locality" in realistic systems. This yields a group of functional, called the 

generalized gradient approximation (GGA) : 

 

          𝐸𝑋𝐶
𝐺𝐺𝐴  𝑛 𝑟  =  𝑛(𝑟) ɛ𝑋𝐶

𝐺𝐺𝐴  𝑛 𝑟 , ∇𝑛(𝑟)  𝑑𝑟                                 (2.47) 

 

or more typically expressed as : 

 

          𝐸𝑋𝐶
𝐺𝐺𝐴  𝑛 𝑟  =  𝑛(𝑟) ɛ𝑋𝐶

𝐻𝐸𝐺𝐹𝑋𝐶  𝑛 𝑟 , ∇𝑛(𝑟)  𝑑𝑟                           (2.48) 

 

where 𝐹𝑋𝐶  is known as the enhancement factor, a dimensionless parameter 

accounting for the gradient dependency, and ɛ𝑋𝐶
𝐻𝐸𝐺  is the XC energy density 

inherited from the LDA formalism. Note that XC functionals based on GGA are 



Chapter 2                                                                                                                           Theoretical framework 

50 
 

typically referred to as semi-local functional, as the non-locality is only 

partially captured by the density gradient. 

Unlike ɛ𝑋𝐶
𝐿𝐷𝐴 , the functional ɛ𝑋𝐶

𝐺𝐺𝐴   lacks a uniquely justifiable form. Thus 

the form is often chosen to satisfy various physical constraints. However, it is 

impossible to satisfy every constraint simultaneously such that the functional 

form is typically (but not always) chosen according to the nature of the system 

under consideration. This leads to many different parameterizations of GGA 

based on the choice of 𝐹𝑋𝐶 [23]. 

 

However, GGA sometimes overcorrects LDA results in ionic crystals 

where the lattice constants from LDA calculations fit well with experimental 

data but GGA will overestimate it. Nevertheless, both LDA and GGA perform 

badly in materials where the electrons tend to be localized and strongly 

correlated such as transition metal oxides and rare-earth elements and 

compounds. This drawback leads to approximations beyond LDA and GGA 

[4].   
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2.5. Conclusion 

In this chapter we have introduced the theory of functional density, its 

origins, its foundations and its approximations. Indeed, this theory constitutes 

the framework of our calculations which have been focused on the 

determination of the structural, electronic and optical properties of the alloys 

ZnS1-xOx in both conventional and dilute forms. The major part of the properties 

is reported to our knowledge for the first time, and which will be presented and 

discussed in the next chapter. 
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3.1. Introduction 

The electronic structure together with the optical properties of a material 

play a fundamental role in the determination of the electronic and optical 

properties of components and devices [1]. In this chapter we will present and 

analyze the results of our ab initio calculations on the ternary alloys ZnS1-xOx in 

the zinc-blende phase, conducted in the framework of the functional theory of 

the density (DFT) [2,3] using linearized augmented plane waves (FP-LAPW) 

[4]. To this end, we begin by giving some details of the computational 

methodology adopted in our calculations and then we expose the structural 

properties followed by the electronic and optical properties of the materials 

under investigation. Note that calculations are first performed for the ZnS1-xOx 

conventional alloys for which the composition x is considered as varying from 

0 up to 100%. Then the dilute ZnS1-xOx system is studied by taking the 

composition x in the range 0-6.25%.      

 

3.2. Conventional ZnS1-xOx alloys 

3.2.1. Introduction 

Recently, wide band gap II–VI alloys containing oxide are attracting 

enormous technological interest because of their potential applications in 

spintronics, chemical sensors, piezoelectric and optoelectronic devices [5-7] 

spanning the blue/green spectral domains. Clearly, they offer a new opportunity 

in a number of technologically important areas. Among these materials ZnS and 

ZnO stand out to be among the most challenging ones for both science and 

technology.  

 

ZnS is one of the first semiconductors discovered. It has traditionally 

shown remarkable versatility and promise for novel fundamental properties and 

diverse applications. It has a larger band gap of about 3.72 and 3.77 eV for 

cubic zinc-blende and hexagonal wurtzite phases, respectively [4]. ZnS has 

been extensively investigated and used in electroluminescent devices, flat panel 

displays, infrared windows, sensors and lasers [5–18]. It has also been proved 

that doping ZnS with Mn results in particularity interesting dilute magnetic 

semiconductors (DMSs) [3,19-22]. At ambient pressure most of the 

chalcogenides crystallize in either the hexagonal wurtzite or the cubic zinc-

blende structure or both [5].  
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ZnO is a key wide band gap semiconducting material. It presents a band 

gap energy of 3.37 eV, an exciton binding energy of 60 meV at 300 K, and can 

be made highly conductive by appropriate doping [23–26]. Nevertheless, the 

solubility of the impurity or vacancy in ZnO is very low and hence there is a 

possibility of spinodalnano decomposition in DMSs [27,28]. ZnO is intensively 

studied due to its numerous applications in sensors, transducers, catalysts, laser 

diodes (LDs), light emitting diodes operating in the visible and ultraviolet 

region, solar cells, heat mirrors, transparent electrodes, varistors, surface 

acoustic wave devices and biomedical devices, biomedical devices, etc. [1,29–

38]. Furthermore, ZnO  has novel applications in DMSs materials system [39–

41]. It is well established that alloying binary compounds such as ZnS and ZnO 

regarding to their band gaps difference gives versatile opportunities in tailoring 

materials properties and achieving materials engineering to meet quantum 

structures such as quantum wells and superlattices [42].  

 

The advantage of the obtained ternary system ZnS1-xOx over binary 

compound parents is the possibility to control its lattice parameters, energy 

band gaps and other optical properties simply by varying the composition x. To 

properly describe semiconductor devices, basic investigations on the 

fundamental physical properties, such as structural, optical and electronic, are 

required. As a matter of fact, a better understanding of the structural properties 

provides a scientific basis for developing engineering materials for advanced 

applications.  

 

3.2.2. Computational methodology 

The calculations reported here were carried out using the FP-LAPW 

method [43] as implemented in WIEN2k computer package [44]. To treat the 

exchange-correlation potential, it is known that the local density approximation 

(LDA) is always very poor for the impurity-doped wide band gap 

semiconductors [45]. Thus, one should.go beyond the LDA. In the present 

study, the exchange-correlation contribution was described  within the 

generalized gradient approximation (GGA) of Perdew-Burke-Ernzerhof (PBE) 

[46] to calculate the total energy, while for the electronic and optical properties 

in addition to that, the Engel-Vosko generalized gradient approximation (EV-

GGA) formalism [47] was also adopted. In this method, the space is divided 

into an interstitial region (IR) and non-overlapping muffin tin (MT) spheres 
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centred at the atomic sites. In the IR region, the basis set consists of plane 

waves. Inside the MT spheres, the basis sets is described by radial solutions of 

the one particle Schrödinger equation (at fixed energy) and their energy 

derivatives multiplied by spherical harmonics. The wave functions in the IR 

were expanded in plane waves with a cut-off kmax = 7.0/RMT, where RMT 

denotes the smallest atomic MT sphere radius and kmax gives the magnitude of 

the largest k vector in the plane wave expansion. The valence wave functions 

inside the MT spheres are expanded up to lmax = 10, while the charge density 

was Fourier expanded up to Gmax = 14 (Ryd)
1/2

. The MT radii are taken to be 

1.7, 1.75 et 1.8 for O, S and Zn atoms, respectively. Meshes of 47 special k-

points were chosen in the whole Brillouin zone for each concentration x of the 

ZnS1-xOx alloys. The k integration over the Brillouin zone was performed using 

Monkhorst and Pack, where a grid of 10 × 10 × 10 was adopted [48,49]. Both 

the plane wave cut-off and the number of k-points were varied to ensure total 

energy convergence. 

 

3.2.3. Results and discussion 

3.2.3.1. Structural properties 

The total energy vs. the volume curves for zinc-blende ZnS1-xOx system 

being studied here for various compositions x in the range 0-1 are depicted in 

Figure 3.1(a)-(e) using GGA approximation. The computed values of energy 

are fitted to the Murnaghan equation of state. This permits to determine of the 

equilibrium lattice parameter 𝑎0, and the zero pressure bulk modulus 𝐵0 along 

with its pressure derivative 𝐵0
′ . These calculated values are listed in Table 3.1. 

Also shown for comparison are the available theoretical and experimental data 

reported in the literature. The deviation of 𝑎0 from experiment is less than 1% 

for ZnS and 2% for B3-ZnO. The agreement of 𝐵0 with experiment is within 

10% for ZnS and 6% for ZnO. In fact, our calculated 𝑎0 for ZnS is 

overestimated with respect to the experimental one reported in [50], whereas 

our obtained 𝐵0 for ZnS is underestimated with respect to the experimental 

value quoted in [54]. The same remark can be drawn for ZnO for which the 

calculated 𝑎0 is larger than the experimental one reported in [55], whereas the 

determined 𝐵0 is less than that calculated by Kalay et al. [57]. This is not 

surprising, the results are consistent with the general trend of the GGA 

approximations [61, 62].  



Chapter 3                                                                                                                            Results and discussion 

 

58 
 

As concerns the ZnS1−xOx system, the dependence of 𝑎0 upon the 

composition x taken in the range 0-1 is plotted in Figure 3.2. Note that the 

lattice constant decreases monotonically with increasing the oxygen 

concentration x on going from x = 0 (ZnS) to x = 1 (ZnO). Conventionally, the 

lattice constants of ternary semiconductor alloys obey Vegard’s law that gives 

the lattice constant of an alloy as a compositional linear interpolation of those 

of the end members. Lattice parameter obtained via Vegard’s law has also been 

represented. It is clearly seen from Figure 3.2 that the change of the lattice 

constant does not follow Vegard’s law (violation of Vegard’s law). Such a fact 

has been reported in semiconductor alloys both experimentally and theoretically 

[63-66]. It has also been reported in Ref. [67] for the ZnTe1−xOx alloys.  
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Figure 3.1. Total energy versus volume for (a) ZnS (b) ZnS0.75O0.25 (c) 

ZnS0.50O0.50 (d) ZnS0.25O0.75 (e) ZnO. 
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Figure 3.2. Lattice parameter vs. oxygen composition in ZnS1-xOx. 
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The quadratic term in Equation (3.1) represents the lattice constant bowing 

parameter. The value of this bowing indicates that the lattice constant of 

ZnS1−xOx exhibits a non-linear behaviour vs. the composition x confirming thus 

the deviation from Vegard’s rule. 

 

The diminution of the lattice parameter for ZnS1-xOx as the composition 

x.is increased on going from 0 up to 1 suggests that the bond lengths become 

shorter.and shorter as x increases. This in turn makes our material harder and 

harder..In.terms.of bulk modulus which is a measure of the volume 

compressibility, .𝐵0.is.enhanced.as shown in Figure 3.3. Thus, by increasing 

the oxygen.concentration.in.ZnS1-xOx, .the.latter becomes less compressible. 

This suggests.that..ZnS.is.more.compressible.than..ZnO..A qualitatively similar 

behaviour has been reported for ZnTe1-x Ox in [67]. 

 

Our results for 𝐵0 can be fitted by: 

 

           B0(GPa)=56.9582x
2
+4.0658x+69.1363                                 (3.2)    

  

The large value of the bulk modulus bowing parameter indicates a non-linear 

behavior. 

Figure 3.3. Bulk modulus vs. oxygen composition in ZnS1-xOx. 
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Table 3.1. Equilibrium lattice constant 𝑎0, bulk modulus 𝐵0 and pressure 

derivative of 𝐵0 (𝐵0
′ ) for zinc-blende ZnS1-xOx using GGA approximation. 

Composition 

x 

𝑎0 (Å) 𝐵0 (GPa) 𝐵0
′  

Our 

work 

Expt. Other 

Calc. 

Our 

work 

Expt. Other 

Calc. 

Our 

work 

0 5.45 5.409
a
 5.44

b
 

5.335
c
 

5.436
d
 

67.9638 75.0 68.22
b
 

83.7
c
 

77.4
d
 

3.9980 

0.25 5.28   75.4320   4.2781 

0.5 5.09   87.2860   4.2899 

0.75 4.87   100.0024   4.4290 

1 4.61 4.47
f
 

4.62
g
 

4.6329
h
 

4.6288
i
 

4.534
j
 

4.61
k
 

131.9586  139.32
h
 4.5035 

a
Ref. [50]. 

b
Ref. [51]. 

c
Ref. [52]. 

d
Ref. [53]. 

e
Ref. [54]. 

f
Ref. [55]. 

g
Ref. [56]. 

h
Ref. [57]. 

i
Ref. [58]. 

j
Ref. [59]. 

k
Ref. [60]. 

 

3.2.3.2. Optoelectronic properties 

3.2.3.2.1. Energy band gaps 

Transition energies between the top of the valence band and the minimum 

of the conduction band at the Brillouin zone centre k = (0, 0, 0), at k = 2π/(1, 0, 

0) and at k = 2π/(1, 1, 1) are, respectively, identified as, EΓ
Γ
, E

X
Γ and EΓ

L
 gaps. 

Figure 3.4 shows the dependence of these band gap energies on the oxygen 

concentration in the ZnS1-xOx system in the zinc blende phase using both GGA 

(dotted curves) and EV-GGA (solid curves) approaches. It is to be noted that, 
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while the direct band gap , EΓ
Γ
 decreases as the composition x is increased on 

going from 0 up to 1, the indirect band gaps E
X

Γ and EΓ
L
 increase with different 

slopes. Furthermore, the use of the EV-GGA approximation improves the band 

gap energies as compared to those obtained using GGA approaches. This is a 

well-known advantage of the EV-GGA [42]. For zinc-blende ZnS, the 

calculated band gap, EΓ
Γ
 is found to be 2.76 eV less than the experimental value 

of 3.68 eV quoted in Ref. [22]. As compared with previous calculations our 

result is in very good agreement with the value of 2.82 eV reported by Tang et 

al. [23] and better than the value of 2.37 reported by Bagnall et al. in [24]. As 

for B3-ZnO we have determined a gap EΓ
Γ
 of 1.45 eV. It is noticed that the 

material under load ZnS1−xOx remains a direct band gap one whatever the 

composition x in the range 0-1 as it can be seen by inspecting Figure 3.4. 
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Figure 3.4. Band gap energy vs composition (x) along -, -X and -L 

directions for ZnS1-xOx . 

3.2.3.2.2. Dielectric function 

The dielectric function is a response function for a material subjected to  a 

light excitation. This function is a complex quantity classically written as a sum 

of a real part (𝜀𝑟) and an imaginary part (𝜀𝑖). The later is introduced for taking 

account of the loss phenomena occurring in the material. Both parts of the 

dielectric function depend upon frequency and, therefore, upon the energy of 
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the incident radiations. The spectra of the real and imaginary parts for zinc-

blende ZnS1−xOx calculated using EV-GGA approximation are plotted, 

respectively, in Figures 3.5 and 3.6. For each composition x in the range 0-1, 

one may note the presence of a main peak. For ZnS this peak corresponds to an 

energy of ≈4.65 eV for which the real part equals 8.82. For very lower 

frequencies of the optical spectrum, the real part of the dielectric function is 

generally considered as the static dielectric constant ε0. Our calculations give ε0  

≈4.99 for ZnS and ε0 ≈ 3.29 for ZnO. As for the high frequency dielectric 

constant we determined ε∞ = 2.83 for ZnO in excellent agreement with the 

value reported by function similar to that of a harmonic oscillator, where the 

resonance frequency is ≈9.4 eV for ZnS and 11.5 eV for ZnO. On going from 

the alloy composition x = 0 to 1, one can note that the main peak in the real part 

of the dielectric function (Figure 3.5) shifts towards low energies, affecting thus 

the polarization phenomenon. As regards the imaginary part of the dielectric 

function of ZnS1−xOx (Figure 3.6), it is clearly seen that as the oxygen content 

increases, the peaks become of lesser intensity. The smaller the imaginary part 

is, the less energy is being dissipated through motion, and the more energy is 

available to propagate past the dipole. Our results show that the intensity of the 

main absorption peak goes on decreasing regularly. At x = 1 the higher 

intensity peak completely disappears indicating thus that there is almost no 

absorption. It thus seems that an appropriate choice of the oxygen concentration 

in ZnS1−xOx helps in significant modification of the absorption spectra. 
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Figure 3.5. Real part of the dielectric function for ZnS1-xOx for some 

compositions x. 

 

             Figure 3.6. Imaginary part of the dielectric function for ZnS1-xOx for 

some compositions x. 
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3.2.3.2.3. Refractive index 

The refractive index n is a very important physical parameter related to the 

microscopic atomic interactions. It is of great interest in designing several 

optoelectronic devices such as LDs, electroluminescent diodes (LEDs) and 

photovoltaic solar cells [1]. Refractive index depends generally on frequency 

and can be derived from the dielectric function. Figure 3.7 depicts the 

calculated refractive index spectrum as a function of energy for zinc-blende 

ZnS 1−x Ox for different composition x lying between 0 and 1. One may notice 

the presence of 2-D excitonic transitions revealed by the presence of most 

intense peaks in refractive index spectrum n (E). When proceeding the alloy 

composition from x=0 to x = 1, a difference in the index dispersions can be 

observed. The difference in the dispersion characteristics for the various 

compositions x of the material system of interest can be attributed to the band 

gap difference of the different semiconductor alloys (with different 

compositions x) causing a shift in their index dispersion. 
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Figure 3.7.  Refractive index spectrum for ZnS1-xOx for some compositions x. 

3.2.3.2.4. Reflectivity 

The reflectivity at the surfaces is described by the coefficient of reflection 

or reflectivity. This is defined as the ratio of the reflected power to the power 

incident on the surface. The absorption depth in a given material is affected by 

the reflectivity and so is the junction depth in optoelectronic components. The 
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reflectivity of zinc-blende ZnS1−xOx is calculated by making use of both the 

refractive index and the extinction coefficient, and is displayed in Figure 3.8. It 

is worth noting that this quantity diminishes as the composition x is increased 

with a general tendency of peaks to shift towards high energies. Qualitatively 

similar behaviour has been reported for the ZnTe1−xOx alloys in Ref. [68]. The 

widths of the peaks are due to phonon–phonon scattering, which damps the 

vibrations. It should be noted that a perfect harmonic oscillation would produce 

a delta function shape in the reflectivity that is shaped like a square wave. 

0,0 2,5 5,0 7,5 10,0 12,5

0,0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

 

 

Energy (eV)

ZnS
1-x

O
x
     

 x = 0

 x = 0.25

 x = 0.50

 x = 0.75

 x = 1

R
e

fl
e

c
ti
v
it
y

 

Figure 3.8. Reflectivity spectrum for ZnS1-xOx for some compositions x. 

3.2.3.2.5. Electron energy loss 

     The energy-loss spectrum is related to the energy loss of a fast electron 

traversing in the material and is usually large at the plasma energy [69]. This 

spectrum is calculated for the material under load and plotted in Figure 3.9. The 

most prominent peak in the energy-loss spectrum is identified as the Plasmon 

peak, and located at about 12 eV for ZnS and 11.5 eV for ZnS0.5O0.5. It is noted 

that other weaker peaks exist for lower energies. Our results concerning ZnS 

energy loss spectrum is consistent with that reported by Khan and Bouarissa for 

the same material using ab initio molecular dynamics [70] approach. The plots 

of the electron energy loss function show that with increasing the oxygen 

concentration in ZnS1−xOx on going from x = 0 to 1, the Plasmon peak intensity 

changes significantly. 
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Figure 3.9. Electron energy loss spectrum for ZnS1-xOx for some compositions 

x. 

 

3.2.4. Conclusion 

Structural, electronic and optical properties of zinc-blende ZnS1−xOx are 

investigated using FP-LAPW method in the framework of the DFT for different 

oxygen compositions in the range 0-1. The calculated lattice parameter for our 

material deviates from Vegard’s rule and shows good agreement with 

experiment. Direct and indirect energy band gaps as a function of the oxygen 

composition in the material of interest are presented and discussed. The 

material under investigation remains a direct band gap one over all the 

composition range (0-1). Furthermore, the optical properties such as the 

dielectric function, the refractive index, the reflectivity and the electron loss 

energy are also reported and analysed. 

 

3.3. Dilute ZnS1-xOx alloys 

3.3.1. Introduction 

Due to their direct large energy band-gap and excitons binding energy 

[71,72], the II-VI ternary semiconductor alloys and their properties are of 

increasing interest for use in optoelectronic devices operating in the visible and 
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ultraviolet spectral region [73]. ZnS, ZnO and their ternary alloys ZnS1−xOx 

have semiconducting properties, that are suitable for possible applications in 

laser and light emitting diodes. In fact, the incorporation of oxygen atoms into 

ZnS leads to dramatic changes of the band-structure and related fundamental 

properties making the alloys of interest of technological importance [74]. 

Despite the interest in this topical field, the electronic structure of dilute oxygen 

alloys, and its related fundamental properties, which are useful parameters for 

guiding the design and fabrication of optoelectronic devices successfully, are 

still not well understood. In this respect, the second part of our work is to 

determine the electronic, optical and  elastic features zinc-blende ZnS1−xOx for 

small oxygen compositions x in the range 0-6.25% corresponding to a dilute 

system.  

 

3.3.2. Computation methodology 

The first-principles calculations are performed by employing the FP-

LAPW method, based on the DFT as implemented in the most recent version of 

the WIEN2K package [44]. The exchange-correlation potential for elastic 

properties is calculated by the generalized gradient approximation (GGA) of 

Perdew-Burke-Ernzerhof (PBE) [46], while for electronic and optical 

properties, the Engel-Vosko (EV-GGA) [47] scheme is applied. In this 

approach, the space is divided into an interstitial region (IR) where the basis set 

consists of plane waves and non-overlapping muffin tin (MT) spheres centered 

at the atomic sites. Inside the MT spheres, the basis sets is described by radial 

solutions of the one particle Schrödinger equation (at fixed energy) and their 

energy derivatives multiplied by spherical harmonics. The wave functions in 

the IR are expanded in plane waves with a cut-off kmax = 7.0/RMT, where RMT 

denotes the smallest atomic MT sphere radius and kmax gives the magnitude of 

the largest k vector in the plane wave expansion. The valence wave functions 

inside the MT spheres are expanded up to lmax = 10, while the charge density is 

Fourier expanded up to Gmax = 14(Ryd)
1/2

. The MT radii are taken to be 2.15, 

2.1 and 2.05 atomic units for Zn, S and O atoms, respectively. Meshes of 47 

special k-points are used in the whole Brillouin zone for each concentration x 

being considered here for ZnS1−xOx. 
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3.3.3. Results and discussion 

3.3.3.1. Structural properties 

Figure 3.10 (a-c) show the calculated total energy as a function of the 

lattice volume for zinc blende (B3) ZnS1-xOx for oxygen compositions x in the 

set (0, 3.125, 6.25%). Such low compositions match a so called dilute regime of 

the alloys of interest. Fitted to the Murnaghan equation [75] date represented in 

Figure 3.11 allow to determine the equilibrium lattice parameter a0, the zero-

pressure bulk modulus 𝐵0, and the pressure derivative of the bulk modulus 
'

0B . 

The obtained results using GGA approximation are summarized in Table 3.2. 

Also shown for comparison are the available experimental and theoretical date 

reported in literature. 

  

 
 

 

 

 

 

 

 

 

         (a)                                                                                      (b) 

  

 

 

 

 

 

 

(c)   

Figure 3.10. Total energy versus volume for dilute ZnS1-xOx (a) x = 0 (b) 

x=3.125 % (c) x = 6.25 %. 
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The agreement between our calculated lattice parameter is with less than 

1% with the experimental value reported by okuyama et al [50]. As for previous 

calculations our value of a0 is in excellent accord with those values quoted in 

Refs. [76,52,53].
 
The variation of the lattice parameter a0 as a function of the 

oxygen composition for the dilute alloy ZnSO can be  depicted from Table 3.2. 

One may note that a0 decreases linearly as the composition x is increased on 

going from 0 up to 6.25%, respecting thus the well-known Vegard’s law [77]. 

This fact is in contrast with the reports on conventional ZnSO (for which x is 

taken in the range 0-1) where the lattice parameter is found varying non-

linearly violating thus the Vergard’s law [78].  

Figure 3.11. Lattice parameter vs. oxygen composition in ZnS1-xOx. 

 

Note that the same fact of vegard’s law violation is also reported by 

Zerroug et al. for the ZnTe1-xOx alloys.  

 

The fit of our data by a least-squares procedure yields the following 

expression :   

 

          xa 64.046.5 (Å)                                                                (3.3) 

 

Note the linear form of  Eq (3.3) suggesting the linear behaviour of the lattice  

constant with the oxygen composition x. 
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Furthermore, we have calculated the bulk modulus (𝐵0) of our alloys for 

various oxygen compositions falling in between 0 and 6.25%. The undertaken 

quantity is a measure to how extent the volume is compressible. Our calculated 

𝐵0 is plotted in Fig. 3.12 Note that as the oxygen composition x is increased 

from 0 up to 0.0625, the bulk modulus increases non-linearly signifying thus an 

enhancement of the hardness of the material under load. This can be traced 

back to the diminution of the lattice parameter resulting in shorter bond lengths. 

As concerns the numerical value, our bulk modulus calculated for ZnS is found 

to be equal to 68.76 GPa in close accord with the experimental value of 75.0 

GPa [54]. It is also in good agreement with the findings reported in Refs. 

[76,52,53]. It is worth noting that qualitative similar behaviour of the bulk 

modulus has been obtained for ZnS1-xOx [78] et ZnTe1-xOx [67] conventional 

alloys with however opposite sign for the bowing parameter of the quantity 

being discussed her. Our calculated data for B are fitted by a least-squares 

procedure. The analytical expression obtained from the fit is as follows: 

 

       
76.6808.9892.721  (GPa) 2

0  xxB                                  (3.4) 

Figure 3.12. Bulk modulus vs. oxygen composition in ZnS1-xOx. 
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Table 3.2. Equilibrium lattice constant a0, bulk modulus 𝐵0 and pressure 

derivative of 𝐵0(𝐵0
′ ) for zinc-blende dilute ZnS1-xOx using GGA approximation. 

a
 Ref. [50].  

b
 Ref. [76].  

c
 Ref. [52].  

d
 Ref. [53]. 

e
 Ref. [54]. 

 

3.3.3.2. Optoelectronic properties 

3.3.3.2.1. Energy band gaps 

Transition energies between the top of the valence band and the minimum 

of the conduction band at the Brillouin zone centre k = (0, 0, 0) and at k = 2π/(1, 

0, 0) are, respectively, identified as, 𝐸Γ
Γ and 𝐸Γ

Χ gaps. The dependence of these 

band gap energies on the oxygen composition in zinc-blende ZnS1-xOx alloys 

using the EV-GGA approximation is depicted in Figs. 3.13. Note that both band 

gap energies 𝐸Γ
Γ and 𝐸Γ

Χ decrease by increasing the oxygen composition from 0 

up to 0.0625. Interestingly, for conventional ZnS1-xOx alloys, the gap  𝐸Γ
Γ has 

been found to decrease as the composition x increases on going from 0 to 1 

[78]. This is not the case with the 𝐸Γ
Χ gap which has been found to be enhanced 

as the composition x varies in the range 0-1 [78]. As concerns zinc-blende ZnS, 

the calculated band gap 𝐸Γ
Γ is found to be 2.76 eV less than the experimental 

value of 3.68 eV quoted in Ref. [22]. As compared with previous calculations 

our result is in very good agreement with the value of 2.82 eV reported by Tang 

et al. [23] and better than the value of 2.37 reported by Bagnall et al. in [24]. 
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Furthermore, ZnS1-xOx remain a direct band gap material whatever the 

composition x in the range 0-0.0625. 

Figure 3.13. Energy band gaps for dilute ZnS1-xOx. 

 

3.3.3.2.2. Dielectric function 

The dielectric function of a material describes the electrical and optical 

properties versus frequency, wavelength, or energy. It describes the polarization 

(electric polarizability) and absorption properties of the material. The dielectric 

function is commonly denoted 𝜀, and consists of two parts: the real part 𝜀𝑟  and 

the imaginary part 𝜀𝑖 . Figures 3.14 and 3.15 show respectively the real part and 

the imaginary part of the dielectric function as a function of the incident photon 

energy for zinc-blende dilute ZnS1−xOx at low oxygen compositions calculated 

using EV-GGA approach. We observe for each oxygen concentration x a 

presence of a main peak. The main peak appears at energies of 4.66, 4.69 and 

4.59 eV respectively for x = 0, 0.03125 and 0.0625 (Figure 3.14). Based on the 

calculated real part spectrum at very low frequencies of the optical spectrum, 

we have derived the static dielectric constant 𝜀0. The latter is found to be 4.99, 

4.97 and 4.94 respectively for oxygen composition of x = 0, 0.03125 and 

0.0625. The high frequency dielectric constant 𝜀∞ has also been calculated. Our 

results give values of 6.11, 6.13 and 6.12 respectively for oxygen compositions 

x = 0, 0.03125 and 0.0625.  
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The overall shape of the real part of the dielectric constant is that of a 

harmonic oscillator reasoning at 9.4, 9.47 and 9.49 eV respectively for oxygen 

composition x = 0, 0.03125 and 0.0625. For each composition x, this energy 

could be considered as a fundamental characteristic of dilute ZnS1−xOx 

describing the separation level between bonding and anti-bonding energies. 

Note that the introduction of a small amount of oxygen to ZnS results in the 

shift of the main peak in the real part of the dielectric function (Figure 3.14) 

towards low energies which affects the polarization phenomenon. This also 

affects the peaks in the imaginary part of the dielectric function (Figure 3.15) 

by decreasing their intensity suggesting thus the decrease of the absorption. 

 

Figure 3.14. Real part of the dielectric function for ZnS1-xOx for some 

compositions x. 
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Figure 3.15. Imaginary part of the dielectric function for ZnS1-xOx for some 

compositions x. 

 

3.3.3.2.3. Refractive index 

The refractive index (n) is of utmost importance in designing 

optoelectronic devices such as light emitting diodes, laser diodes and other 

photovoltaic solar cells [79]. Knowing the dielectric function, one can obtain 

the refractive index. The calculated n for the material system of interest at low 

oxygen concentrations x are 2.47, 2.48 and 2.474 respectively for x = 0, 

0.03125 and 0.0625. Our result regarding n for x = 0 (ZnS) is in reasonably 

good agreement with that of 2.3677 reported in Ref. [80]. The calculated 

refractive index spectrum as a function of energy for the material system of 

interest at low oxygen concentrations is shown in Figure 3.16. Note that for 

each oxygen composition, a main peak revealing excitonic transitions can 

be observed. By adding a small amount of oxygen to ZnS, all refractive index 

spectrum are shifted showing qualitatively different characteristics. This can be 

traced back to the energy band gap that varies dramatically with the 

introduction of the oxygen to ZnS.  
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Figure 3.16.  Refractive index spectrum for ZnS1-xOx for some compositions x. 

 

3.3.3.2.4. Reflectivity 

The reflectivity is a parameter that describes how much of an 

electromagnetic wave is reflected by an impedance discontinuity in the 

transmission medium. This is defined as the ratio of the reflected power to the 

power incident on the surface. In the present study the reflectivity of zinc-

blende dilute ZnS1−xOx at low oxygen concentrations is derived from the 

knowledge of both the refractive index and the extinction coefficient, and is 

plotted in Fig. 3.17. It is clearly seen from this figure that the reflectivity is 

reduced as the composition x is increased with a general tendency of peaks to 

shift towards high energies. This is consistent with the results of Gueddim et al. 

[81] reported for ZnTe1−xOx alloys. 
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Figure 3.17. Reflectivity spectrum for ZnS1-xOx for some compositions x. 

 

3.3.3.3. Elastic properties 

3.3.3.3.1. Elastic constants 

Elastic properties of solids are important for both fundamental research 

and practical applications. They are determined by inter-atomic forces acting on 

atoms when they are displaced from the equilibrium positions. The elastic 

constants, namely C11, C12 and C44 for ZnS1-xOx dilute semiconducting alloys in 

the zinc-blende phase have been determined. Our results for ZnS and ZnS1-xOx 

(x = 0.03125 and x = 0.0625) are shown in Table 3.3. Also shown for 

comparison are the available experimental and theoretical data reported in the 

literature. Note that our results for ZnS agree to within 15% with the 

experimental ones reported in Ref. [82]. The deviation seems to be larger for 

C44 when compared with the previous theoretical findings published in Refs. 

[12,54]. For other oxygen concentrations, our results are predictions and may 

serve for reference for future studies. The variation of the elastic constants as a 

function of the alloy composition x is displayed in Fig. 3.18. Note that the 

incorporation of a small amount of oxygen atoms in the ZnS1-xOx alloy system 

leads to the increase of all elastic constants. The elastic constants show 

qualitatively a similar behavior. One may then conclude that the effect of 

adding oxygen to ZnS is to make the structure of the material of interest 

mechanically stronger. 
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Figure 3.18. Elastic constants C11, C12 and C44 for ZnS1-xOx for some 

compositions x. 

 

 

Table 3.3. Elastic constants C11, C12 and C44 for zinc-blende ZnS1−xOx at low 

oxygen concentrations. 

 

Composition (x%) C11 (GPa) C12 (GPa) C44 (GPa) 

0 95.8
a 

104.0
b
 

98.32
c
 

123.7
d
 

55.3
a 

65.0
b
 

59.32
c
 

62.1
d
 

41.7
a 

46.2
b
 

56.22
c
 

59.7
d
 

3.125 99.01
a
 57.19

a
 43.4

a
 

6.25 100.1
a
 58.09

a
 44.3

a
 

a
 This work. 

b
 Ref. [82]. 

c
 Ref. [12]. 

d
 Ref. [52]. 
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3.3.3.3.2. Elastic moduli  

The knowledge of elastic constants makes it possible to proceed with the 

bulk modulus (𝐵0), [100] Young’s modulus (𝑌0) and shear modulus (𝐶) using 

the following expressions [52,83], 

 

           𝐵0 =
1

3
 𝐶11 + 2𝐶12                                                                            ( 3.5) 

 

          𝑌0 =
 𝐶11 +2𝐶12  𝐶11−𝐶12 

 𝐶11 + 𝐶12 
                                                                       ( 3.6) 

                                                                                               

         𝐶 =
1

2
 𝐶11 − 𝐶12                                                                                  ( 3.7)                      

 

Our results concerning 𝐵0, 𝑌0 and 𝐶 are listed in Table 3.4. The 

experimental data that are available only for 𝐵0, to the best of our knowledge, 

are also presented for comparison. We observe that for ZnS, our findings agree 

well with the experimental ones reported in Refs. [82,84]. Other case, our 

results are only for reference. 

  

The compositional dependence of 𝐵0, 𝑌0 and 𝐶 is shown in Figure 3.19. 

Note that by adding a small concentration of oxygen atoms in the alloy system 

of interest, all parameters, namely 𝐵0, 𝑌0 and 𝐶 increase monotonically. The 

bulk modulus of a substance essentially measures the substance’s resistance to 

uniform compression. Thus, the increase of 𝐵0 with the incorporation of more 

oxygen atoms suggests that the alloy system of interest becomes less 

compressible. The Young’s modulus is a measure of the stiffness of a given 

material. Hence, the increase of 𝑌0 with increasing the oxygen content in dilute 

ZnS1−xOx indicates that the material under study becomes more 

resistance to deflection or deformation by an applied force. The shear modulus 

is defined as the ratio of shear stress to the shear strain. In the present study, 𝐶 

becomes higher when more oxygen atoms are incorporated into the alloy 

system under consideration suggesting thus that the ability of the material of 

interest to resist transverse deformations becomes more important, i.e. the 

rigidity of the material becomes higher. 
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Figure 3.19. Elastic moduli 𝐵0, 𝑌0 and 𝐶 for ZnS1-xOx for some compositions x. 

 

Table 3.4. Bulk modulus (𝐵0), [100] Young’s modulus (𝑌0) and shear modulus 

(𝐶) for zinc-blende ZnS1−xOx at low oxygen concentrations. 

 

Composition (x%) 𝐵0  (GPa) 𝑌0 (GPa) 𝐶 (GPa) 

0 68.79
a
 

78.0
b
 

75.0
c
 

55.32
a
 20.

25a
 

3.125 71.13
a
 57.13

a
 20.91

a
 

6.25 72.08
a
 57.44

a
 21.01

a
 

a
 This work. 

b
 Ref. [82]. 

c
 Ref. [54]. 

 

3.3.4. Conclusion 

In conclusion, electronic, optical and elastic properties of ZnS1-xOx dilute 

semiconductor alloys in the zinc blende structure for different low oxygen 

compositions in the range 0–0.0625 are addressed using FP-LAPW method in 

the framework of the DFT. Our results are compared where possible with the 

0 1 2 3 4 5 6

15

20

25

30

35

40

45

50

55

60

65

70

75

 Bulk modulus (B
0
)

 Young's modulus (Y
0
)

 shear modulus (C')

E
la

st
ic

 m
o

d
u

li 
(G

P
a

)

Composition x (%)



Chapter 3                                                                                                                            Results and discussion 

 

81 
 

experimental and theoretical data reported in the literature and showed 

generally good agreement. It is found that the introduction of only a small 

amount of oxygen to ZnS affects all studied properties leading thus to a new 

physical features that can be useful for optoelectronic components and for 

achieving further optimization of intermediate band solar cell (IBSC) 

performance. 
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CONCLUSION                            

             

 

       

 

 

 

 

The objective we set at the beginning of this work and which consisted in 

the theoretical study, within the framework of the density functional theory 

(DFT), of the structural, electronic, optical and elastic properties of 

conventional and dilute ZnS1-xOx, in the zinc phase-blende, and their 

dependence on the O composition respectively in the range 0-100% and 0-

6.25% were fully achieved. Indeed, we examined the structural properties, 

namely the equilibrium lattice parameter, the bulk modulus and its derivative 

with respect to the pressure of the materials of interest using the GGA 

approximation. On the basis of the structural properties obtained, we have then 

calculated the electronic and optical features of the alloys under load as the 

different direct and indirect energy gaps, the dielectric function with its real and 

imaginary parts, refractive index, reflectivity and the absorption coefficient, etc. 

using the GGA and/or EV-GGA approximations. Besides, the elastic properties 

of our materials have been determined as well. 

 

The main results obtained can be summarized as follows: 

 

1. Conventional ZnS1-xOx alloys 

1.1. Structural properties 

The equilibrium lattice parameter 𝑎0, and the zero pressure bulk modulus 

𝐵0 along with its pressure derivative 𝐵0
′  have all been determined. Our 

calculated 𝑎0 for both ZnS and ZnO is overestimated with respect to the 

experimental one, whereas our obtained 𝐵0 for ZnS is underestimated with 
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respect to the experimental value. This is not surprising, the results are 

consistent with the general trend of the GGA approximations.  

As concerns the ZnS1−xOx system, the lattice constant decreases 

monotonically with increasing the oxygen concentration x on going from x = 0 

(ZnS) to x = 1 (ZnO) The diminution of the lattice parameter for ZnS1-xOx as the 

composition x is increased on going from 0 up to 1 suggests that the bond 

lengths become shorter and shorter as x increases. This in turn makes our 

material harder and harder. 

 

1.2. Optoelectronic properties 

1.2.1. Energy band gaps 

The direct and direct energy band gaps EΓ
Γ
, E

X
Γ and EΓ

L
 gaps have been 

calculated using both GGA and EV-GGA approaches. It is noted that, while the 

direct band gap , EΓ
Γ
 decreases as the composition x is increased on going from 

0 up to 1, the indirect band gaps E
X

Γ and EΓ
L
 increase with different slopes. For 

zinc-blende ZnS, the calculated band gap, EΓ
Γ
 is found to be 2.76 eV less than 

the experimental value of 3.68 eV. As for B3-ZnO we have determined a gap 

EΓ
Γ
 of 1.45 eV. Furthermore, the material under load remains a direct band gap 

one whatever the composition x in the range 0-1. 

 

1.2.2. Dielectric function 

The spectra of the real and imaginary parts for zinc-blende ZnS1−xOx have 

been calculated using EV-GGA approximation. For each composition x in the 

range 0-1, one may note the presence of a main peak. For ZnS this peak 

corresponds to an energy of ≈4.65 eV for which the real part equals 8.82. The 

static dielectric constant ε0 is found ε0 ≈4.99 for ZnS and ε0 ≈ 3.29 for ZnO. As 

for the high frequency dielectric constant we determined ε∞ = 2.83 for ZnO. 

The overall shape of the real part of the dielectric fuction is similar to that of a 

harmonic oscillator, where the resonance frequency is ≈9.4 eV for ZnS and 11.5 

eV for ZnO. On going from the alloy composition x = 0 to 1, one can note that 

the main peak in the real part of the dielectric function shifts towards low 

energies, affecting thus the polarization phenomenon. As regards the imaginary 

part of the dielectric function of ZnS1−xOx it is clearly seen that as the oxygen 

content increases, the peaks become of lesser intensity. Our results show that 

the intensity of the main absorption peak goes on decreasing regularly. 
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1.2.3. Refractive index 

The refractive index spectrum as a function of energy for zinc-blende 

ZnS1−xOx for different composition x lying between 0 and 1 has been 

determined. One may notice the presence of 2-D excitonic transitions revealed 

by the presence of most intense peaks in refractive index spectrum. As for our 

alloys, a difference in the index dispersions can be observed for various 

compositions x and can be attributed to the band gap difference of the different 

semiconductor alloys. 

 

1.2.3. Reflectivity 

The reflectivity of zinc-blende ZnS1−xOx is calculated by making use of 

both the refractive index and the extinction coefficient. It is worth noting that 

this quantity diminishes as the composition x is increased with a general 

tendency of peaks to shift towards high energies. The widths of the peaks are 

due to phonon-phonon scattering, which damps the vibrations.  

 

1.2.4. Electron energy loss 

The energy-loss spectrum is calculated for the material under load. The 

most prominent peak in the energy-loss spectrum is identified as the plasmon 

peak, and located at about 12 eV for ZnS and 11.5 eV for ZnS0.5O0.5. It is noted 

that other weaker peaks exist for lower energies. The plots of the electron 

energy loss function show that with increasing the oxygen concentration in 

ZnS1−xOx on going from x = 0 to 1, the plasmon peak intensity changes 

significantly. 

 

2. Dilute ZnS1-xOx alloys 

2.1. Structural properties 

The equilibrium lattice parameter a0, the zero-pressure bulk modulus B0, 

and the pressure derivative of the bulk modulus 
'

0B  have been calculated. The 

agreement between our calculated lattice parameter is with less than 1% with 

the experimental value. One may note that a0 increases linearly as the 

composition x is increased on going from 0 up to 6.25% , respecting thus the 

well-known Vegard’s law. This fact is in contrast with the findings on 

conventional ZnSO where the lattice parameter is found varying non-linearly 

violating thus the Vergard’s law. As for the bulk modulus (B) it is noted that as 



                                                                                                                                                                       
.                                                                                                                                                      Conclusion 

 

90 
 

the oxygen composition x is increased from 0 up to 0.0625, the bulk modulus 

increases non-linearly signifying thus an enhancement of the hardness of the 

material under load. This can be traced back to the diminution of the lattice 

parameter resulting in shorter bond lengths.  

 

2.2. Optoelectronic properties 

2.2.1. Energy band gaps 

The energy band gaps 𝐸Γ
Γ and 𝐸Γ

Χ gaps have been determined. Note that 

both band gap energies 𝐸Γ
Γ and 𝐸Γ

Χ decrease by increasing the oxygen 

composition from 0 up to 0.0625. Interestingly, for conventional ZnS1-xOx 

alloys, the gap  𝐸Γ
Γ has been found to decrease as the composition x increases 

on going from 0 to 1. This is not the case with the 𝐸Γ
Χ gap which has been 

found to be enhanced as the composition x varies in the range 0-1. Furthermore, 

ZnS1-xOx remain a direct band gap material whatever the composition x in the 

range 0-0.0625. 

 

2.2.2. Dielectric function 

The dielectric function for zinc-blende dilute ZnS1−xOx at low oxygen 

compositions has been calculated using EV-GGA approach. We observe for 

each oxygen concentration x a presence of a main peak. The main peak appears 

at energies of 4.66, 4.69 and 4.59 eV respectively for x = 0, 0.03125 and 

0.0625. The static dielectric constant 𝜀0 is found to be 4.99, 4.97 and 4.94 

respectively for oxygen composition of x = 0, 0.03125 and 0.0625. The high 

frequency dielectric constant 𝜀∞ has also been calculated. Our results give 

values of 6.11, 6.13 and 6.12 respectively for oxygen compositions x = 0, 

0.03125 and 0.0625. The overall shape of the real part of the dielectric constant 

is that of a harmonic oscillator reasoning at 9.4, 9.47 and 9.49 eV respectively 

for oxygen composition x = 0, 0.03125 and 0.0625.  

 

2.2.3. Refractive index 

The refractive index (n) is calculated n for the material system of interest 

at low oxygen concentrations x are 2.47, 2.48 and 2.474 respectively for x = 0, 

0.03125 and 0.0625. Our result regarding n for x = 0 (ZnS) is in reasonably 

good agreement with that of 2.3677. Note that for each oxygen composition, a 

main peak revealing excitonic transitions can be observed. By adding a small 
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amount of oxygen to ZnS, all refractive index spectrum are shifted showing 

qualitatively different characteristics. This can be traced back to the variation of 

the  energy band gap.  

2.2.4. Reflectivity 

The reflectivity of zinc-blende dilute ZnS1−xOx at low oxygen 

concentrations is derived from the knowledge of both the refractive index and 

the extinction coefficient. It is clearly seen that the reflectivity is reduced as the 

composition x is increased with a general tendency of peaks to shift towards 

high energies.  

 

2.3. Elastic properties 

2.3.1. Elastic constants 

The elastic constants, namely C11, C12 and C44 for ZnS1-xOx dilute 

semiconducting alloys have been determined. Note that our results for ZnS 

agree to within 15% with the experimental ones. The deviation seems to be 

larger for C44 when compared with the previous theoretical findings. For other 

oxygen concentrations, our results are predictions and may serve for reference 

for future studies. Note that the incorporation of a small amount of oxygen 

atoms in the ZnS1-xOx alloy system leads to the increase of all elastic constants. 

One may then conclude that the effect of adding oxygen to ZnS is to make the 

structure of the material of interest mechanically stronger. 

 

2.3.2. Elastic moduli 

The knowledge of elastic constants makes it possible to proceed with the 

bulk modulus (𝐵0), [100] Young’s modulus (𝑌0) and shear modulus (𝐶). Our 

results concerning 𝐵0, 𝑌0 and 𝐶 agree well with the available experimental 

ones. Other case, our results are only for reference. Note that by adding a small 

concentration of oxygen atoms in the alloy system of interest, all parameters, 

namely 𝐵0, 𝑌0 and 𝐶 increase monotonically. The increase of 𝐵0 with the 

incorporation of more oxygen atoms suggests that the alloy system of interest 

becomes less compressible.  

 

The increase of 𝑌0 with increasing the oxygen content in dilute ZnS1−xOx 

indicates that the material under study becomes more resistance to deflection or 

deformation by an applied force. As for 𝐶 it becomes higher when more oxygen 



                                                                                                                                                                       
.                                                                                                                                                      Conclusion 

 

92 
 

atoms are incorporated into the alloy system under consideration suggesting 

thus that the ability of the material of interest to resist transverse deformations 

becomes more important, i.e. the rigidity of the material becomes higher. 

 

 



Abstract 

 Due to their direct large energy band-gap and excitons binding energy, the II-VI 

ternary semiconductor alloys and their properties are of increasing interest for use in 

optoelectronic devices operating in the visible and ultraviolet spectral region. ZnS, 

ZnO and their ternary alloys ZnS1-xOx have semiconducting properties that are 

suitable for possible applications in laser and light emitting diodes. In fact, the 

incorporation of oxygen atoms into ZnS leads to dramatic changes of the band-

structure  and related fundamental properties making the alloys of interest 

technological importance. Despite the interst in this topical fieled, the electronic 

stucture of dilute oxygen alloys and its related fundamental properties which are 

useful parameters for guiding the design and fabrication of optoelectronic devices 

successfully, are still not well understood. In this respect, we have devoted our work 

to determine the structural, electronic, optical and elastic features zinc-blende ZnS1-

xOx  for both conventional oxygen compositions and small oxygen compositions x in 

the range 0-6.25% corresponding to dilute system using the present state-of-art 

density functional theory. 

 

Résumé 

 Du fait de leur gap direct et leur énergie de liaison des excitons, les alliages 

semi conducteurs ternaires II-VI et leurs propriétés présentent un intérêt croissant 

pour une utilisation dans les dispositifs optoélectroniques fonctionnant dans les 

régions spectrales visible et ultraviolette. ZnS, ZnO et leurs alliages ternaires ZnS1-

xOx  ont des propriétés semi conductrices adaptées aux applications dans les diodes 

laser et les diodes électroluminescentes. En fait, l’incorporation d’atomes d’oxygène  

dans le ZnS conduit à des changements dramatiques de la structure des bandes 

d’énergies et des propriétés fondamentales associées rendant les alliages qui en 

résulte d’un intérêt technologique de premier ordre. Malgré l’intérêt porté à ce 

domaine, la structure électronique des alliages d’oxygène conventionnels et dilués et 

leurs propriétés fondamentales associees, qui sont des paramètres utiles pour guider 

avec succès la conception et la fabrication des dispositifs optoélectroniques, ne sont 

pas encore bien comprises. A cet égard, nous avons consacré notre travail à sa phase 

zinc-blende pour les compositions d’oxygène classiques et les petites compositions 

d’oxygène x dans la gamme  0-6.25%  correspondant à un système dilué en utilisant 

la théorie de la fonctionnelle de la densité sous sa forme la plus moderne.   



:  ملخص البحث 

بانُظش إنى انطبٍعت انًباششة نفٕاصهٓا انطاقٌٕت ٔنطاقاث اسحباط اكسٍخَٕاحٓا، حكخسً انسبائك شبّ        

انًٕصهت انثلاثٍت ٔخصائصٓا انفٍزٌائٍت أًٍْت يخزاٌذة لأجم حطبٍقاحٓا فً انًشكباث انكٓشٔضٕئٍت فً انًجانٍٍ 

  حًخهك خصائص شبّ يٕصهٍت ZnS1-xOxأكسٍذ انزَك ٔسبائكّ انثلاثٍت  . انطٍفٍٍٍ انًشئً ٔفٕق انبُفسجً

فً انٕاقع، فئٌ ديج رساث الأكسجٍٍ فً انزَك . يُاسبت نهخطبٍقاث فً ثُائٍاث انهٍزس ٔانثُائٍاث انباعثت نهضٕء

ٌؤدي إنى حغٍٍشاث جزسٌت فً بٍُت عصاباث انطاقت ٔ انخصائص الأساسٍت انًشحبطت بٓا يًا ٌجعم ْزِ انسبائك  

ٔعهى انشغى يٍ الاْخًاو انحاصم فً ْزا انًجال، فئٌ انبٍُت الإنكخشٍَٔت نسبائك . عانٍت انفائذة حكُٕنٕجٍا

الأكسجٍٍ انخقهٍذٌت ٔ انًخففت ٔ انخصائص الأساسٍت انًشحبطت بٓا ، ٔانخً ًْ يعهٕياث يفٍذة نخٕجٍّ  ٔحصًٍى 

 لأجم ْزا، خصصُا عًهُا نذساست انخصائص .ٔحصٍُع الأجٓزة انضٕئٍت بُجاح، نٍسج يفٕٓيت جٍذا بعذ

 فً طٕس كبشٌج انزَك ٔفً حانخٍٓا ZnS1-xOxانبٌٍُٕت ٔ الإنكخشٍَٔت ٔ انضٕئٍت ٔ انًشٍَٔت نهسبائك 

. انكلاسٍكٍت ٔ انًًٍعت، ٔرنك باسخخذاو َظشٌت دانٍت  انكثافت فً صٍغخٓا الأكثش حذاثت 


