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Abstract 

Abstract 

Nowadays, the three-phase Permanent Magnet Synchronous Motor (PMSM) becomes a very competitive motor to the 

conventional AC induction motor, which is more commonly found in motor-driven industrial applications systems, 

and they are often larger in size and less efficient than PMSM solutions. Indeed, PMSM solutions tend to have a higher 

initial cost, but they may offer a smaller size for more compact mechanical packages (permanent magnet motors can 

be as much easier), have the ability to maintain full torque at low speed (which makes their application for precise 

motion more efficient), and more importantly, have higher efficiencies. The expected work of the thesis aims at the 

application of new control techniques to three-phase PMSM. The main objective is to improve the dynamics of this 

kind of machine, which is intended to be used in several sensitive and precise industrial applications where 

maintenance is difficult and the speed range variation is very large. Whereas the main aim is to improve control 

performance and reduce computational complexity under a variety of different operating conditions, which can occur 

in practical cases. 

Keywords: Permanent Magnet Synchronous Motor (PMSM), Advanced control Technique, Sensorless control, Three 

phase motor, Model Reference Adaptive System (MRAS). 

Résumé 

De nos jours, le moteur synchrone à aimant permanent triphasé (MSAP) devient très compétitif par rapport au moteur 

asynchrone conventionnel, largement utilisé dans les systèmes industriels entraînés par moteur, souvent plus 

volumineux et moins efficaces que les solutions MSAP. En effet, bien que les solutions MSAP aient tendance à avoir 

un coût initial plus élevé, elles offrent généralement une taille réduite pour des ensembles mécaniques plus compacts 

(les moteurs à aimants permanents étant souvent plus faciles à intégrer), la capacité de maintenir un couple complet à 

basse vitesse (ce qui rend leur application pour des mouvements précis plus efficace), et surtout, des rendements plus 

élevés. Le travail envisagé dans cette thèse vise à appliquer de nouvelles techniques de contrôle aux MSAP triphasés. 

L'objectif principal est d'améliorer la dynamique de ce type de machine, destinée à être utilisée dans diverses 

applications industrielles exigeantes et précises où la maintenance est complexe et la plage de variation de vitesse est 

très étendue. L'objectif principal est d'améliorer les performances de contrôle et de réduire la complexité 

computationnelle dans une variété de conditions de fonctionnement, telles qu'elles peuvent se présenter dans des cas 

pratiques. 

. 

Mots clés: Moteur synchrone à aimant permanent (MSAP), technique de contrôle avancée, contrôle sans capteur, 

moteur triphasé, système adaptatif de référence de modèle (MRAS). 

 ملخص

التقليدي،  AC لمتناوبلمحرك امقارنة بامحركًا تنافسياً للغاية  (PMSM) الوقت الحاضر، أصبح المحرك المتزامن ذو المغناطيس الدائم ثلاثي الطورفي 

. في الواقع،  PMSM نوع ال والذي يوجد بشكل أكثر شيوعًا في أنظمة التطبيقات الصناعية التي تعمل بمحرك، وغالباً ما يكون أكبر حجمًا وأقل كفاءة من

يس طإلى أن تكون ذات تكلفة أولية أعلى، ولكنها قد توفر حجمًا أصغر للحزم الميكانيكية الأكثر إحكاما )يمكن أن تكون المحركات ذات المغنا  PMSMتميل

للحصول على حركة دقيقة أكثر كفاءة(، الدائم أسهل بكثير(، ولديها القدرة على الحفاظ على عزم الدوران الكامل بسرعة منخفضة )مما يجعل تطبيقها 

 من أجل كذلكثلاثي المراحل.  PMSM والأهم من ذلك، أن تتمتع بكفاءة أعلى. يهدف العمل المتوقع للأطروحة إلى تطبيق تقنيات التحكم الجديدة على

عبة الصناعية الحساسة والدقيقة حيث تكون الصيانة صتحسين ديناميكيات هذا النوع من الآلات، والتي تم تصميمها للاستخدام في العديد من التطبيقات 

تحسين أداء التحكم وتقليل التعقيد الحسابي في ظل مجموعة متنوعة من ظروف التشغيل المختلفة،  علاوة على ذلكويكون تباين نطاق السرعة كبيرًا جداً. 

 .والتي يمكن أن تحدث في الحالات العملية

(، تقنية تحكم متقدمة، تحكم بدون مستشعر، محرك ثلاثي الطور، نظام التكيف المرجعي PMSMمغناطيس دائم )ذو محرك متزامن  : يةحالكلمات المفتا

 (.MRASللنموذج )
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NOMENCLATURE 

Symbols   Unit 

𝑹𝒔 Stator resistance Ω 

𝒗𝒂 Stator voltage V 

𝒗𝒃 Stator voltage V 

𝒗𝒄 Stator voltage V 

𝒊𝒂 Stator current A 

𝒊𝒃 Stator current A 

𝒊𝒄 Stator current A 

𝝋𝒂 Stator fluxe Wb 

𝝋𝒃 Stator fluxe Wb 

𝝋𝒄 Stator fluxe Wb 

𝝍𝒓 Permanent-magnet flux linkage Wb 

𝝍𝒇.𝒂 is rotor magnetic flux linking the stator Wb 

𝝍𝒇.𝒃 is rotor magnetic flux linking the stator Wb 

𝝍𝒇.𝒄 is rotor magnetic flux linking the stator Wb 

𝜽 Mechanical angular position Rad 

𝛀 Mechanical speed Rad/second 

𝑭 Coefficient of viscous friction constant 

𝒑 Number of poles constant 

𝝎𝒆 Electrical speed Tr/min 

𝑻𝒍 Load torque N.m 

𝑻𝒆 Electromagnetic torque N.m 

𝒋 Momentum Inertia Kg.m^2 

𝑳𝒒 is d axe induction stator H 

𝑳𝒅 Is q axe induction stator H 

𝒊𝒅 Is d axe equivalent stator current A 

𝒊𝒒 Is q axe equivalent stator current A 

𝑬𝒅 Is d axe back-EMF V 

𝑬𝒒 Is q axe back-EMF V 

𝒗𝒅 Is d  axe equivalent stator voltage V 

𝒗𝒒 Is  q axe equivalent stator voltage V 

𝒗𝒅𝒄 DC-linkage voltage V 
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Abbreviations  

PMSM Permanent Magnet Synchronous Motor 
SISO 

Single Input Single Output  
SIMO Single Input  Multi  Output  
MIMO Multi Input Multi Output 

FOC Filed Oriented Control  

DTC Direct Torque Control  

FBLC Feedback linearization control 

BSC Backstepping control 

IBSC Integral Backstepping control 

SMC Sliding mode control 

I-SMC Integral  sliding mode control 

T-SMC Terminal  sliding mode control 

NT-SMC Non-singular terminal sliding mode controller 

FS-SMC Fast terminal sliding mode control 

NFTSM Non-singular fast terminal sliding mode 

FLC Fuzzy logic control 

NNAC Neural Network Artificial control 

FNNC Fuzzy Neural Network control 

STA Super Twisting Algorithm 

HO-STA High Order  Super Twisting Algorithm 

LQR Linear Quadratic Regulator control 

SSE-LQR steady-state error  for the  LQR 

MPC Model predictive control 

SQP Sequential Quadratic Programming 

PSO Particle Swarm Optimization 

FEM Finite Element Method 

MILP Mixed-Integer Linear Programming 

FCS-MPC Finite-Control-Set Model Predictive Control 

ERL Exponential reaching low 
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General Introduction 

Electric motors are ubiquitous devices that are vital to modern life; they run everything from home 

appliances to industrial machinery and transportation systems. Electrical energy is converted into 

mechanical energy and vice versa via electromechanical machines, also referred to as electric 

machines. AC machines fall into three broad categories: synchronous, electrically commutated, 

and asynchronous. Since the stator windings are connected to the AC supply and the rotor is not 

connected to the stator or any other power source, asynchronous machines are also known as single 

excited machines. For this reason, asynchronous motors with squirrel cage rotors or a field-

wrapped circuit are called induction machines. Only mutual induction can transfer power from the 

stator to the rotor. For the stator windings of the synchronous motors, an AC supply is needed, and 

for the rotor windings, a DC supply. The rotor rotates at the speed of the stator's spinning field at 

synchronous speed, which is constant. The number of poles in a synchronous motor and the 

frequency of the AC supply determine the motor's speed. Changes in the mechanical load within 

the machine's rating will not affect the motor's synchronous speed. They fall into three primary 

categories: rotor-excited types, synchronous reluctance types, and permanent magnets. 

Electronically commutated machines, which replace mechanical commutations with inverter-

based commutations, are modelled after DC machines. Brushless DC motors and switching 

reluctance motors are the two main kinds of motors that fall under this category. Other variations 

of these fundamental designs of electric machines used for specific purposes include stepper 

motors, hysteresis motors, permanent magnet-assisted synchronous reluctance motors, hysteresis-

reluctance motors, universal motors, claw pole motors, frictionless active bearing-based motors, 

linear induction motors, etc [4,5,6]. Permanent Magnet Synchronous Motors (PMSMs) are a type 

of electric motor that have gained widespread recognition and are utilized in a wide range of sectors 

due to their unique features and capacities. These motors function by using permanent magnets to 

create an internal rotating magnetic field. Mechanical motion is produced by the interaction 

between this magnetic field and the stator windings. PMSMs are an excellent choice for 

applications needing accurate speed control, energy efficiency, and performance due to their high 

power density, tremendous efficiency, and exact control. One of the main features of PMSMs is 

its permanent magnet rotor, which eliminates the need for rotor current excitation, reducing losses 

and increasing efficiency compared to other motor types. This design reduces maintenance 

requirements while simultaneously increasing the motor's overall dependability and efficiency. 

PMSMs are widely employed in a wide range of applications, including industrial machinery, 

robotics, electric cars, and renewable energy sources. PMSMs are crucial to the advancement of 

technology and the switch to greener, more energy-efficient solutions in each of these applications. 

Despite this, PMSMs are extensively utilized in the several sectors mentioned above because of 

their advantages and characteristics. Control strategies are therefore used on them to both stabilize 

and enhance their performance.  Vector control and scalar control are the two general categories 

into which PMSM control design approaches fall. Scalar control has slower dynamics but is easier 

to operate and results in a mostly steady-state response. As a result, in order to achieve both good 

dynamic and steady-steady response and increased precision, the closed-loop vector control 
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technique is usually chosen. The vector control is the largest control group, incorporating both 

conventional and advanced techniques. Conventional techniques, such direct torque control (DTC) 

and field oriented control (FOC). Advanced techniques include nonlinear, optimum, adaptive, and 

intelligent techniques.  Each technique has a different purpose, set of features, and control 

architecture; some can be used straight to a nonlinear model, while others call for the application 

of decoupling or linearization techniques. Nonlinear techniques like backstepping (BSC), sliding 

mode control (SMC), feedback linearization control (FBLC), and passivity-based control (PBC) 

are commonly used in PMSM. The best control strategies are linear quadratic regulator control 

(LQR), model predictive control (MPC), and others. The Model Reference Adaptive Control 

(MRAC) is used to classify direct, indirect, and matching orders in terms of adaptive control. In 

order to improve data-based systems or the aforementioned approaches, artificial neural networks 

(ANNC), genetic algorithms (GAC), fuzzy logic (FLC), and other intelligence techniques have 

recently been developed.       

Motivation for research 

In recent years, Permanent Magnet Synchronous Motors (PMSMs) have emerged as a cornerstone 

in the field of electric propulsion systems, owing to their high efficiency, compact size, and 

superior dynamic performance. The efficient control of PMSMs plays a pivotal role in optimizing 

their operation and ensuring optimal energy utilization across various applications such as electric 

vehicles, renewable energy systems, and industrial automation. The need for more precision, 

improved efficiency, and increased reliability in PMSM systems is progressively surpassing the 

effectiveness of conventional control strategies. The incorporation of advanced control techniques 

presents an exceptional chance to push PMSM performance limits to new heights as we lead the 

way in technical innovation.  This research endeavors to explore and harness the potential of 

cutting-edge control techniques, including but not limited to nonlinear control approaches, optimal 

and advanced optimization strategies. And hybridization designs between the different techniques. 

By delving into these innovative methodologies, we aim to address the inherent challenges in 

conventional PMSM control, such as torque ripple, speed fluctuations, and response time, thereby 

unlocking new levels of efficiency and performance. Furthermore, the integration of these 

advanced control techniques is expected to contribute significantly to the broader goals of 

sustainable energy and environmental conservation. Achieving tighter control over PMSMs will 

lead to increased energy efficiency and a more sustainable future.  

Problem Description 

The dynamic performance of the PMSM is crucial in many industrial applications, particularly 

when abrupt speed changes are needed. This means the speed performance may be changed 

between different levels, such as low, medium, and high speeds. Over time, some internal and 

external operating conditions may cause the uncertainty phenomenon to occur during the operation 

mode of the PMSM. This uncertainty represents the variation parameters such as the stator 

resistance, the stator inductance, and the inertia value. This phenomenon, the variation of the load 

torque and the speed variation will cause a deterioration in the PMSM’s performance, reducing its 

efficiency and characteristics. In addition, performance characteristics such as rise time, steady-
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state error, stability, and other characteristics are extremely important in order to improve the 

performance of PMSM for its application in numerous fields. Furthermore, simplicity, smoothing, 

and flexibility are some of the biggest obsessions before applying any control or observation 

techniques during PMSM operation. There are several challenges in PMSM control; we can 

arrange some of them as follows: 

 The dynamic response and transient behavior of PMSMs are challenged by abrupt 

disruptions and rapid changes in load circumstances. The inability of conventional control 

algorithms to achieve the necessary responsiveness has led to the exploration of advanced 

control techniques as a means of improving the stability and flexibility of the system; 

 There are questions regarding real-time viability and computing complexity when 

implementing advanced control systems. The effective implementation of advanced 

PMSM control techniques requires a unique challenge: balancing the complexity of control 

algorithms with the realistic requirements of real-time applications; 

 When in operation, PMSMs are vulnerable to harmonic distortions and torque ripple, which 

can cause unwanted mechanical vibrations and lower system efficiency. Conventional 

control approaches find it difficult to fully resolve these problems, so it is necessary to 

investigate more sophisticated strategies that can reduce torque anomalies; 

 It is critical to achieve high levels of energy efficiency in PMSM control due to the growing 

emphasis on energy conservation. To reduce energy losses and increase overall system 

efficiency, control parameters can be fine-tuned with the use of advanced optimization 

algorithms; 

 Because PMSM systems are inherently nonlinear, control algorithms have substantial 

hurdles when dealing with variations in parameters brought on by elements like ageing and 

temperature fluctuations. Nonlinear, optimal, and adaptive techniques are examples of 

advanced control systems that have the capacity to address these nonlinearities and adjust 

in real-time to parameter alterations. 

Objectives of thesis 

The principal aim of this thesis is to examine and suggest remedies for the previously mentioned 

difficulties in PMSM control by employing sophisticated methodologies. Through an exploration 

of the complexities surrounding torque ripple reduction, dynamic response enhancement, 

nonlinearity compensation, energy optimization, and the viability of real-time implementation, this 

study hopes to offer novel solutions that will open up new avenues for PMSM control system 

development. This research aims to not only address the existing limitations in PMSM control but 

also to foster advancements that will redefine the standards for efficiency, reliability, and 

adaptability in electric propulsion systems through a thorough understanding of these challenges 

and the development of advanced control methodologies. The following is a summary of the 

thesis’s main research goals: 

a) State of the art on the three phase PMSM and three phase inverter; 

b) State of the art of the control use previously for driving the PMSM; 

c) Studying different conventional vector control for the PMSM; 
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d) Studying different nonlinear vector control for the PMSM; 

e) Proposed new techniques to overcome the drawbacks found in the conventional control; 

f) Hybridization, or a combination of advanced techniques, to overcome the challenges 

mentioned above; 

g) Verify the efficacy of estimators and control strategies with comprehensive simulations 

under various conditions. 

A substantial amount of new knowledge has been created by accomplishing the aforementioned 

goals. The research articles that the thesis has already led to being published serve as some 

evidence for this. The articles are the primary contributions of this thesis since they include the 

unique findings from the contribution. 

Thesis organization 

This thesis work is arranged into six chapters, which are organized as follows: 

In Chapter I, we will delve into the comprehensive description and generalities of the permanent 

magnet synchronous machine (PMSM), where we'll start with the historical background of the 

electrical machines, their classifications, and some similarities between these classifications. After 

that, we will present a general overview of PMSMs, subgroups, definitions, advantages, 

disadvantages, and characteristics. The construction, properties, and standards of the PMSM for 

industrial applications, factors for choosing permanent magnets, and principles of how the PMSM 

operates will be explained in the next section. In addition, the structure of the PMSM will be 

described in detail, including the various topologies, categories, 3D designs, and configurations of 

the PMSMs, as well as the comparative study between them. Moreover, some applications that 

used the PMSM (rail transport, elevator doors, aeronautics, EVs, WECS, EAs, and photovoltaic 

pumping systems) will be explained with an overall description, and their schemes will be 

presented too. 

In Chapter II, we will include a full explanation of the mathematical formulas as well as a model 

of the PMSM and inverter. The two frame references (d-q and d-q) have been achieved by starting 

with the conventional equations for the machine in the ABC frame reference and using the 

conversion coordinate transformation (Clark and Park). Furthermore, the various techniques for 

PMSM modeling transfer function, state space approach, and nonlinear method have been 

examined. A detailed explanation of its PWM-based control techniques has been provided, along 

with a model of the three-phase, two-level voltage inverter. Lastly, MATLAB Simulink has been 

used to validate the PMSM model. 

In Chapter III, we will cover the PMSM drive design and the application of traditional controls to 

the PMSM. By simplifying the PMSM model, the control design will aid in our understanding of 

the PMSM. The stability of the PMSM will next be shown using a pole-zero map technique, and 

the controllability will be shown by applying Kalman's theorem as well. Subsequently, the FOC 

and DTC applications to the PMSM model will be examined, and the control law will be calculated 

accordingly. A comparative analysis will be carried out comparing the two methods according to 

robustness, performance attributes, and additional standards. Lastly, MATLAB Simulink will be 

used to validate each control's efficacy. The specific requirements of the application determine 
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which option DTC or FOC to choose, taking into consideration factors like torque ripple, dynamic 

response, simplicity, and sensor requirements. Each control strategy has advantages and 

disadvantages, and the optimal strategy will depend on the goals of the motor control application. 

In Chapter IV, the nonlinear controls and strategies for the PMSM drive will be applied, along 

with an explanation of the FBLC, BSC, and SMC. Each technique's definition, goal, control 

design, employed procedures, guiding principles, benefits, and downsides will all be covered in 

detail. The SMC will also involve a thorough analysis of numerous algorithms, approaches, and 

strategies, including the super-twisting algorithm (STA), high-order design (HO), terminal sliding 

mode control (SMC), approach laws, and estimated continuation for enhancing the traditional 

SMC difficulties. Moreover, a novel hybrid design for the PMSM speed loop that combines the 

HO-STA and T-SMC will be demonstrated. Finally, MATLAB Simulink will be used to validate 

each of the aforementioned controls, and a comparative study based on a few scenarios will be 

added. 

In Chapter V, We shall examine the optimal controls for the PMSM drive. The PMSM current 

loop will be addressed using MPC and LQR, while the speed loop will be addressed using the 

sliding mode technique. Furthermore, by using a unique design based on steady state as new state 

variables (SS-LQR), we will enhance the conventional LQR and create the conventional finite-

control-set model predictive control (FCS-MPC).The key motivations for applying both 

approaches to the motor current loop are their robust performance, ease of implementation, and 

ideal properties. Additionally, the MATLAB Simulink simulation results will confirm that both 

approaches improved performance characteristics and performed exceptionally well during speed 

variations between different levels and in the robustness feature under disturbances and 

uncertainties.  

Lastly, a general conclusion of the thesis will discussed. Additionally, a few aspirations for this 

work are presented. 
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I.1 Introduction 

Electric motors are ubiquitous devices crucial to modern life, driving everything from industrial 

machinery and transportation systems to household appliances. Known for their reliability and 

efficiency, these electromechanical machines convert electrical energy into mechanical motion. 

There are various types of electric motors, each tailored for specific applications, including DC 

motors, AC induction motors, and Permanent Magnet Synchronous Motors (PMSMs). 

Because of their special qualities and capacities, Permanent Magnet Synchronous Motors 

(PMSMs) are a type of electric motor that have become widely known and used in many 

different industries. These motors work by generating a revolving magnetic field inside the 

motor through the use of permanent magnets. This magnetic field interacts with the stator 

windings to generate mechanical motion. Because of their great efficiency, high power density, 

and precise control, PMSMs are a great option for applications requiring precise speed control, 

energy efficiency, and performance. 

A fundamental feature of Permanent Magnet Synchronous Motors (PMSMs) is that their rotors 

operate without requiring an excitation current, resulting in the absence of rotor losses. This 

design improves the motor's overall dependability and efficiency while also lowering 

maintenance needs. PMSMs are widely used in many different applications, such as robotics, 

electric vehicles, industrial machinery, and renewable energy systems. In all of these 

applications, PMSMs are essential to the growth of technology and the transition to cleaner, 

more energy-efficient solutions.                                

In this chapter, we will delve into the state-of-the-art of the PMSM generalities, where we'll 

start with the historical background of the electrical machines and their classifications, exploring 

the overview of PMSMs, their construction, their structure, and their applications. 

I.2 Research background of the electrical machines 

Since Michael Faraday introduced the initial idea of electrical motors in 1821, there have been 

ongoing advancements in the field of electric drives. William Sturgeon had the idea for the first 

electric device, which was actually a DC device, in 1832. After Nikola Tesla took into account 

the rotating attractive field in 1882 and used it to create the first AC machine, which led to his 

obtaining the first induction machine patent (US Patent 381968) in 1888, the world underwent 

a significant change [1]. The first focus of study was on machine design with the goal of 

lowering weight per unit power and raising motor efficiency. Researchers' ongoing work has 

resulted in the creation of machines with energy-efficient industrial motors that have smaller 

volumes. Since there are so many motors on the market that are nearly 95–96% efficient, there 

are no longer any serious consumer complaints [2]. Electromechanical machines, often known 

as electric machines, are utilized to transform electrical energy into mechanical energy and vice 

versa. Three general categories can be used to describe AC machines: synchronous, 

electronically commutated, and asynchronous. Because only mutual induction can transport 

power from the stator to the rotor, asynchronous motors with squirrel cage rotors or a field-

wrapped circuit are referred to as induction machines [3, 4]. 
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The synchronous motors require an AC supply for the stator windings and a DC supply for the 

rotor windings. The number of poles in a synchronous motor and the frequency of the AC supply 

define the motor's speed; at synchronous speed, which is constant, the rotor revolves at the speed 

of the stator’s rotating field. The synchronous speed of the motor will not be impacted by 

changes in mechanical load within the machine's rating [5]. They are divided into three main 

categories: permanent magnets, synchronous reluctance types, and rotor-excited kinds. The 

concept of DC machines is applied to electronic commutated machines, which substitute 

inverter-based commutations for the mechanical commutations. This category includes two 

primary types of motors: switching reluctance motors and brushless DC motors. Stepper motors, 

hysteresis motors, permanent magnet-assisted synchronous reluctance motors, hysteresis-

reluctance motors, universal motors, claw pole motors, frictionless active bearing-based motors, 

linear induction motors, etc. are some other variations of these basic configurations of electric 

machines used for particular applications [4]. Figure. I.1 is represents the classifications of the 

electrical motors. 

 

Figure I.1: Classifications of the Electric Motor 

I.3 General overview on the PMSM 

PMSMs were first employed in history at the start of the 19th century. Over the course of a 

century, advancements in technology have led to the development of magnet machines, which 

started out with extremely low performance. Nowadays, permanent magnets can be utilized as 

inductors in synchronous machines thanks to advancements in their design, which can be 

attributed to either metallic or rare earth alloys (such as manico, samarium cobalt, neodymium 

iron boron, etc.). As a result, it provides numerous benefits over other kinds of machines, 

including high saturation induction, minimal demagnetization, high specific power density, and 

a larger maximum stored energy. By substituting magnets for the inductor in the PMSM 

permanent magnet machine, brushes and rotor losses can be avoided while simultaneously 

creating an excitation field [6, 7].  
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I.3.1 Subgroups of the permanent synchronous machine 

The mechanical structure of Permanent Magnet Synchronous Motors (PMSMs) varies due to 

distinct production methods and application requirements, resulting in diverse control 

principles. The classification of Permanent Magnet Synchronous Motors (PMSMs) is typically 

based on the shape of their back-electromotive force (back-EMF), which can be categorized as 

either trapezoidal or sinusoidal, as seen in Figures. I.2(a) and I.2(b). In a similar vein, the control 

method can be categorized as either brushless DC (BLDC), characterized by rectangular or 

trapezoidal phase current waveforms, or brushless AC (BLAC), characterized by sinusoidal 

phase current waveforms. When making a decision regarding the appropriate motor for a certain 

application, it is imperative to consider the individual strengths and disadvantages associated 

with each motor option. In addition, the number of phases, stator windings, and magnetic poles 

might vary depending on the specific needs and intended use of the motor. In order to enhance 

the performance of motors for high-performance applications, it is imperative to consider design 

requirements, including stator stack skewing and rotor type. In the context of brushless DC 

(BLDC) motors, the commutation of phase currents is limited to the activation and deactivation 

of certain phases. This characteristic allows for the implementation of straightforward control 

strategies, such as the 6-step method or hysteresis control [8,9]. 

(a) (b) 

Figure I.2 : Back-EMF shape of (a) BLDC motor, (b) BLAC motor 

The BLDC motor is characterised by a stator winding that is concentrated, nonoverlapping, and 

fractional-slot in nature (see Figure. I.3(a)). The presence of a greater torque ripple can be attributed to 

the challenges associated with obtaining an optimum trapezoidal phase current. Primarily, it finds 

extensive application in traction systems, particularly in the context of electric vehicles (EVs) or 

unmanned aerial vehicles (UAVs). Hall sensors of low cost are frequently employed for the purpose of 

detecting the position of the rotor. However, the implementation of BLAC necessitates the use of a 

resolver or encoder with a somewhat higher cost, which enables the precise control of phase current 

waveforms. While there may be several rotor topologies and stator winding dispositions, the primary 

mechanical distinction lies in the configuration of the stator winding (see Figure. I.3(b)). In the case of 

BLAC, it is customary to employ a distributed, overlapping stator winding. This technology finds 

application in high-speed or high-precision contexts, such as robotics and machine tools [10, 11, 12]. 

The distinction between the two types of PMSM lies in their winding distribution, rendering the cost of 

the motor itself inconsequential in the comparative analysis. Nevertheless, it is worth noting that the 

BLAC is typically controlled using vector control techniques, while the BLDC is commonly controlled 

by phase commutation. This discrepancy in control complexity is evident in the hardware requirements 

for operating these two types of permanent magnet motors. The progress in microcontroller technologies 

has rendered the cost of computing power negligible [13]. 
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(a) (b) 

Figure I.3 : Different stator coils configuration of a PMSM 

I.3.2 Description of the PMSM 

Magnets possess inherent excitability in their natural form, although we can also impart this 

magnetic feature to specific substances primarily consisting of iron, nickel, and cobalt, which 

are commonly referred to as artificial magnets. The region encompassing the poles of a magnet 

is characterized by the presence of a magnetic field, which is comprised of lines of flux or lines 

of force. The lines exhibit a loop-like pattern, originating at the geographic North Pole and 

extending towards the geographic South Pole. The majority of these lines of force comprise the 

magnetic spectrum [14]. 

I.3.3 Characteristics of the PMSM  

In this part, we highlight the characteristics that distinguish the PMSM, mentioning the 

differences that distinguish it from other machines, such as induction and DC machines [10, 15, 

16, 17]: 

 High torque-current ratio and high flux density: 

The recent advancements in neodymium-iron-boron (NdFeB) magnets have opened up the 

potential to achieve significantly high levels of flux density. The presence of high flux density 

allows for the attainment of equivalent torque with less current, as described by Ampère's Force 

Law. Consequently, this outcome leads to diminished copper losses within the stator coil and 

an overall increase in efficiency. In contrast, a permanent magnet synchronous motor (PMSM) 

has the capability to generate significantly greater torque compared to an induction motor (IM), 

even when their respective volumes are equivalent. This particular attribute renders numerous 

direct-drive systems viable. However, a downside is also evident in situations involving high 

speeds, as observed in Faraday's law of induction. The implementation of flux weakening 

control is necessary in order to expand the operational speed range of the system. However, it 

should be noted that this control method is associated with a decrease in efficiency. Given the 

aforementioned factors, it is noteworthy that synchronous excitation machines have resurfaced 

in applications characterized by high-speed dynamics, such as the electric vehicle Renault. 

 High reliability and lower maintenance: 

In comparison to a DC motor, a permanent magnet synchronous motor (PMSM) addresses 

inherent limitations by substituting the mechanical commutation with an electronic counterpart. 
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Therefore, PMSM has the advantages of a DC motor, like good speed regulation performance, 

as well as the advantages of an AC motor, such as a simple structure, no spark, dependable 

operation, and easy maintenance. 

 High-resolution Feedback:  

To achieve precise speed control, PMSMs rely on high-resolution feedback devices such as 

encoders or resolvers. These devices provide real-time feedback on the motor's rotor position 

and speed, allowing the control system to adjust the motor's operation accordingly. The high 

resolution of these feedback devices enables the control system to detect even small deviations 

from the desired speed and quickly correct them. 

 Dynamic Response:  

PMSMs exhibit excellent dynamic response characteristics, meaning they can quickly respond 

to changes in speed commands or external disturbances. This is due to their low rotor inertia 

and high torque-to-inertia ratio, which allow them to accelerate and decelerate rapidly. As a 

result, PMSMs are well-suited for applications where rapid changes in speed are required, such 

as in servo systems and robotics. 

 Power-weight ratio and high efficiency: 

Currently, the most widely utilized electric machines in electrical propulsion systems are the 

induction motor (IM) and the permanent magnet synchronous motor (PMSM). In comparison 

to induction motors (IM), permanent magnet synchronous motors (PMSM) typically exhibit 

little rotor loss due to the absence of current flow in the rotor. In the context of a conventional 

synchronous motor, permanent magnet synchronous motors (PMSMs) employ a permanent 

magnet instead of a rotor excitation circuit to provide a consistent magnetic field in the rotor. 

Consequently, the copper losses in the excitation circuit are eliminated. The utilization of a 

permanent magnet synchronous motor (PMSM) results in superior operational efficiency when 

compared to alternative motor types. For instance, the efficiency maps and speed-torque curves 

of the used induction motor (IM) and permanent magnet synchronous motor (PMSM) with 

respective rated powers of 40 kW and 22.8 kW are illustrated in Figures I.4(a) and I.4(b). The 

Permanent Magnet Synchronous Motor (PMSM) exhibits superior average efficiency compared 

to the Induction Motor (IM) throughout their respective ranges of operation speeds. Finally, it 

should be noted that the Permanent Magnet Synchronous Motor (PMSM) exhibits a higher 

operational efficiency, exceeding 90%, compared to the Induction Motor (IM). One additional 

benefit is that the stator coil of a PMSM is responsible for generating all of the heat, facilitating 

the cooling process. The possession of this characteristic is crucial in applications requiring high 

levels of power. 
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(a) (b) 

Figure I.4 : Efficiency map of (a) the IM, (b) the PMSM [16] 

I.4 Construction of the PMSM 

A PMSM is a brushless electric motor that is rotating because of an induced magnetic field. The three 

main components of a permanent magnet synchronous motor are the stator, which houses the windings 

that make up the armature, and the rotor, which is a mobile component that makes up the inductor. An 

"air gap" is the thin space that exists between these two components [18]. 

I.4.1 The stator  

The non-moving component that holds the electromagnets is called the stator. Three identical 

windings spaced 120 degrees apart and inserted into the fixed magnetic circuit's slots make up 

the stator of a three-phase PMSM. The latter is laminated to minimize iron losses and minimize 

eddy currents. Typically, it is made of sheet metal made of an iron-silicon alloy, which enables 

high induction [18, 19]. 

I.4.2 The rotor 

The rotating component that contains the permanent magnets is called the rotor.  Permanent 

magnets with alternating north and south poles take the role of the windings that, in the case of 

a wound rotor machine, carried a direct current at the rotor. The inductor flux sweeps the stator 

windings and induces alternating electromotive forces (e.m.f.). The motor rotates at 

synchronous speed due to torque generated on the motor shaft by the interaction of the stator 

and rotor fields. The type of outrunner under investigation has the rotor rotating outside the 

stator [18, 19, 20].  

I.4.3 The different materials types of permanent magnets 

Due to the fact that the permanent magnet (PM) is mounted in or on the rotor, there are several 

natural materials for manufacturing the PM, whose properties and applications are diverse. 

Under that, we'll describe the most commonly used in Figure. I.5 below [15, 21]: 

(a) (b) (c) 
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(d) (e) (f) 

Figure I.5 : Materials types of the PM: (a) Alnicos, (b) Ferrites, (c) Neodymium-Iron-Boron (Nd-Fe-B), (d) Rare 

earth alloys, (e) Samarium cobalt 

 Alnicos: 

Alnico magnets exhibit a notably elevated remanent field, but concurrently display a much 

diminished coercive field, hence presenting significant challenges in terms of demagnetization. 

The magnets in question are incapable of being detached from their magnetic circuit without 

undergoing demagnetization; this material type is presented in Figure. I.5(a). 

 Ferrites:  

Ferrites are chemical compounds composed of iron oxide, together with barium and strontium. 

The aforementioned materials are acquired through the process of sintering and possess the 

ability to exhibit either isotropic or anisotropic properties. These magnets exhibit modest 

performance characteristics; nevertheless, they have gained widespread acceptance in numerous 

applications owing to their affordability and strong magnetic properties, enabling their 

utilization in various machinery. Ferrites are commonly employed in magnet machines that 

operate at low power and are cost-effective, mostly due to their relatively low remanent 

magnetization values, typically around 0.4 T. These material types are presented in Figure. 

I.5(b). 

  Neodymium-Iron-Boron (Nd-Fe-B): 

The latest variety of magnets is known as neodymium-iron-Boron. The initial utilization of this 

can be traced back to the year 1985. Over a brief period of time, it experienced an increase in 

momentum with regards to its production. It possesses characteristics that make it highly 

suitable for the generation of electrical machine excitations. The induction generated in the air 

gap is of considerable magnitude, exhibiting a high coactive field. The composition of these 

entities primarily consists of Nd2Fe14B. The aforementioned materials exhibit enhanced 

magnetic characteristics and are more cost-effective in comparison to samarium-cobalt. The 

volume energy product (BH)max attains a value of 400 KJ/m3 at standard room temperature. 

One primary drawback associated with this particular magnet variant is its limited use at 

temperatures beyond 100°C, coupled with its heightened susceptibility to air oxidation. This 

material type is presented in Figure. I.5(c). 

  Rare earth: 

Rare earth elements exhibit superior magnetic properties, making them the most effective 

materials for magnetization. These devices exhibit a high degree of compatibility with electrical 
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machinery. The continued high cost associated with their implementation tends to impede the 

widespread adoption and growth of their utilization. Nevertheless, there have been emerging 

intermediate solutions, including the utilization of Plasto-Neodymium. The substance in 

question is a composite material consisting of neodymium-iron-Boron particles combined with 

a plastic binder. This material enables the production of moulded components, hence 

streamlining assembly processes and minimizing the quantity of mechanical parts required. 

These material types are presented in Figures. I.5(d) and I.5(e). 

 Samarium cobalt (SmCo5, Sm2Co17): 

Samarium cobalt magnets exhibit superior energy volume density compared to other magnet 

types, with values ranging from 140 to 200 kJ/m3 for SmCo5 and 180 to 240 kJ/m3 for 

Sm2Co17. These magnets also possess the advantage of being capable of operating at high 

temperatures, up to 350°C. However, their high cost is primarily attributed to the inclusion of 

cobalt in their composition; this material type is presented in Figure. I.5(f). 

I.4.4 Properties and standards of the PMSM for industrial applications 

While it is crucial to possess knowledge regarding the mechanical and physicochemical 

characteristics, as well as the price and Curie point (the temperature at which a magnet ceases 

to exhibit magnetic qualities), this discussion will mostly focus on the magnetic properties. The 

materials utilized for their magnetic properties are categorized based on the breadth of their 

hysteresis cycle, as depicted in Figure. I.6(a), and can be divided into two major groups. One 

category pertains to hard magnetic materials, often referred to as "permanent magnets" due to 

their consistent magnetization even when subjected to an external magnetic field. The second 

category pertains to materials sometimes referred to as "soft" magnetic materials, which exhibit 

magnetic properties just when subjected to external excitation. In addition, the magnet's 

operational condition is situated within the second quadrant of its hysteresis cycle, as depicted 

in Figure. I.6(b). Furthermore, permanent magnets possess many standards that play a crucial 

role in their utilization in industrial applications. The standards under consideration among 

others are as follows [15, 21]: 

 The remanence, denoted as Br, is a measure of the magnet's potential power and is used 

to establish the required cross-sectional area for the passage of useful flux to sustain the 

air gap flux; 

 The coercivity, denoted as HCB, refers to the magnetizing field that has the ability to 

neutralize the remanence. The magnitude of HCB increases as the stability of the magnet 

increases; 

 When the coercive polarization field, denoted as HCJ, is applied, it effectively nullifies 

the intrinsic magnetization of the material. As a result, the demagnetization process 

becomes complete and irreversible; 

 The energy product, denoted as (B.H)max, represents the energy value of a magnet per 

unit volume. 



Chapiter I                                                                                            State of the art: PMSM generalities 

01 

(a) (b) 

Figure I.6 : PMSM Properties, (a): Hysteresis cycle, (b): Demagnetization curve 

I.4.5 Factors for choosing permanent magnets  

In order to choose the type of permanent magnet, we must take the following factors into 

consideration: 

 Machine performance, efficiency and mechanical strength; 

 A machine size, shape and weight; 

 Magnetic properties, magnetization direction and demagnetization resistance; 

 Temperature Stability of the machine; 

 An economic factor, environmental Impact and availability. 

I.4.6 Operating Principles of the Permanent Magnet Synchronous Motor 

(PMSM) 

The operational mechanism of the motor involves the transmission of an electric current through 

an electromagnetic coil. When the coil is magnetized, a permanent magnet on the rotor, 

possessing opposite polarity, will endeavor to align itself with the coil, while a magnet 

exhibiting the same polarity will experience repulsion from the electromagnet. Moreover, an 

additional coil is energized, resulting in the continuous rotation of the rotor, thereby perpetuating 

the process. This phenomenon is depicted in Figure. I.7(a). When a three-phase current with a 

specific frequency is applied, the motor will exhibit rotational motion at a speed equivalent to 

the frequency divided by the number of pole pairs. In a ∆-connection, the phases are connected 

individually, as depicted in Figure. I.7(b). The ∆-connection is not as widely utilized as the Y-

connected configuration, primarily because it possesses a significant drawback. The 

aforementioned losses can be attributed to the ohmic motor, specifically 2R. The utilization of 

∆-connected motors is predominantly observed in motors with lower power output, as this 

configuration allows for a reduction in material costs that can offset the losses incurred [19, 22]. 

(a) (b) 

Figure I.7 : Principle of the PMSM operating, (a): PMSM working, (b): PMSM based on delta connection  
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I.5 Structure of the PMSM 

The Initially, the primary aim of early Permanent Magnet Synchronous Motors (PMSMs) was 

to leverage permanent magnet excitation to enhance the efficiency of traditional electric motors. 

However, initial attempts to enter the market faced challenges as clients did not perceive the 

efficiency boost as significant enough. Despite these setbacks, recent years have seen a notable 

shift in the landscape, with several companies successfully introducing permanent magnet 

devices. Over the past decade, the situation has evolved dramatically. According to [43], ABB 

pioneered the production of permanent magnet machines with power ratings up to 5 MW around 

the turn of the millennium. These machines found applications in areas such as ship propulsion 

drives and windmill generators, marking the onset of the permanent magnet machine era for 

large-scale industrial uses. Concurrently, a new family of permanent magnet machines emerged, 

specifically designed for low-speed applications in the lower power range. In recent years, 

companies like Baumüller, Yaskawa, Siemens, and Rotatek have demonstrated significant 

activity and innovation in the PMSM field. Moreover, there is a growing interest in research 

focused on low-speed permanent magnet machines with concentrated windings. In this section, 

we will delve into the various aspects of PMSMs, including their topologies, categories, 

configurations, and types, providing a comprehensive understanding of these increasingly vital 

components in modern industrial applications. [23-26]. 

I.5.1 Categories of the PMSM structure 

It is difficult to list every category, configuration, and type of permanent magnet synchronous 

machine and compare how effective they are. However, we will provide the comparative studies 

that have been carried out in this regard, taking into account the compatibility of the topologies 

considered [3,20]. In contrast, the three PMSM topologies are described as follows in this 

section: 

a) Transverse Flux PMSM: 

The stator winding of each phase in this topology is surrounded by magnetic circuits that are 

placed in a regular horseshoe pattern, as shown in Figure. I.8(a). Several single-phase machines 

(magnetic circuits) installed on the same shaft and offset by a geometric angle of 2π/q will then 

make up a phased q transverse flux motor, as shown in Figures. I.8(b) and I.8(c). It is especially 

well-suited for applications requiring high torque densities, but they are still in the development 

stage due to their mechanical complexity and production costs. Due to the three-dimensional 

nature of the field, we also emphasize strong pulsate couplings, vibrations, and excessive iron 

losses. The volume torque associated with a rather low saturation induction level of this kind of 

material could be negatively impacted by the use of compact powder composite magnetic 

materials in an attempt to minimize these losses. Furthermore, the limited successes have 

demonstrated that achieving a large volume of torque leads to an oversizing of the converter 

component [20, 27-30]. 
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Figure I.8 : Topology of Transverse Flux PMSM, (a): Principle of Transverse Flux PMSM, (b): View of 

Transverse Flux PMSM, (c): View of a three-phase Transverse Flux PMSM 

b) Radial Field Permanent Magnet (RFPM): 

Radial Radial-field permanent magnets, or RFPMs for short, are the first permanent magnet 

machines used in the industry. They have been extensively employed in fractional horsepower 

applications for a number of decades, but not in large-scale industrial applications.  Radial-field 

permanent magnet devices (see Figure. I.11) have since seen some significant developments, 

though. Furthermore, one of the key requirements in integrated systems is to choose the best 

electrical equipment for a certain application. [43] It provides a thorough analysis of the 

evolution and design of the radial-field PM machines as of the present day. Within a radial field, 

the flux direction runs along the machine's radius. It has the same stator as a traditional induction 

machine. These arrangements can have an externally mounted or internally located rotor. The 

primary drawback of this device is the permanent magnets' surface placement, which makes 

high-speed applications challenging. For this reason, an external placement of the machine's 

rotor can lower the likelihood of the magnets breaking. Centrifugal force is responsible for the 

placement of the surface magnets on the rotor. As a result of improvements in permanent magnet 

technology and power electronics, it is also starting to replace asynchronous machines. The 

structure of the RFPM is presented as follows [4, 43]: 

 

 

 

 

Figure I.9 : Structure of RFPMs categories 

c) Axial Field Permanent Magnet (AFPM) : 
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Axial field permanent magnets, or so-called AFPMs, are made up of one or more movable discs 

that hold the permanent magnets in place and one or more stationary wound discs, where the 

rotor shaft and the flux direction are parallel in an axial field (see Figure. I.12) [7]. The 1990s 

saw a rise in interest in axial flux permanent magnet (AFPM) synchronous machines, primarily 

because of their performance and structure, which so closely match the needs of low-speed, 

high-torque. Furthermore, AFPM motor applications, such as various types of ship propulsion 

drives, electrical vehicles’ wheels, and other industrial applications, are currently being 

researched [43-39]. 

 

 
 

 

Figure I.10 : Structure of AFPMs categories 

I.5.2 Configurations of the PMSMs 

The diversity and development of the PMSM configuration, which came successively, as well 

as the research that contributed to that, is what distinguishes the PMSM and keeps it up to date 

with modern research, so that each configuration meets the requirements of every system of 

industrial applications and other systems in which this machine resonated greatly compared to 

the rest of AC machines. The number of stator and rotor, their respective positions, and the type 

of magnet construction are the most significant factors that contributed to the diversity of motor 

configurations. Furthermore, these configurations have a close relationship with the types of 

PMSM mentioned above, as half of them take the structure of RFPM and the other half take the 

structure of AFPM. We'll highlight each configuration of the PMSM's structures in this section. 

A. Configurations of the PMSM based RFPM type 

These configurations belong to the category of RFPM, where most of them are classified 

according to the position of the rotor and the stator. They are considered popular in the wind 

energy system due to the simplicity of their category construction as well as the fact that they 

are commonly used for direct drive; their stator is identical to that of a classic induction machine. 

Furthermore, a few configurations for permanent magnet machines were introduced; these may 

be regarded as novel [41, 42]. These configurations are designed as follows [23]: 

  External Stator and Internal Rotor (ES-IR) 

The configuration of an external stator-internal rotor motor, or ES-IR, is a traditional electric 

motor configuration, where it is considered the most commonly used machine in manufacturing. 

In addition, this configuration is classified into two types: the first is internal rotor structures 
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with surface-mounted magnets, or what is called SM-PMSM, and the second is buried magnets. 

Figure. I.15 provides a more thorough explanation of each of these two types [23]. 

 

(a) 
  

(b) 

Figure I.11 : Structure of External Stator and Internal Rotor (ES-IR), (a): to internal rotor structures with surface 

mounted magnets, (b): buried magnets 

  Drum motor: Toroidally Wound Internal Stator and Two Rotors (TWIS-TR) 

The drum motor is the second configuration of the RFPM category, which is constructed from 

an internal stator and an external rotor. When the rotor can be integrated directly into the 

machine being used, this motor layout is appropriate. Examples of such applications are driving 

rolls, convey belts, and wheel motors in electrical vehicles. It is an alternative configuration, 

and it is designed as shown in the below figure [23]. 

 

Figure I.12 : Configuration of the drum motor 

 Toroidally Wound Internal Stator and Two Rotors (TWIS-TR): 

The last configuration that will be presented in this section is a machine structure with a 

toroidally wound internal stator and two rotors, which was introduced recently by [41]. Given 

the more complex mechanical structure and the need for effective internal air circulation to 

remove heat from the stator, the latter design does not appear to be very practicable. 

Nonetheless, the structure essentially increases the machine's torque density and might be 

helpful in some situations where the machine's total volume is constrained. Figure. I.17 is 

presents this configuration [23]. 

 

Figure I.13 : Configuration of a double rotor configuration with internal toroidally wound stator 
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B. The configuration of the permanent magnets in the rotor 

There are various feasible and reasonable configurations to assemble the magnets into the rotor 

of an RFPM. In the same context, the difference in the inductance values of the direct and 

quadrature axes, which is detailed below, is a significant effect of the permanent magnet 

attachment method on the rotor. The direct axis is the main flux channel via the permanent 

magnet rotor. When the stator winding is lined with permanent magnets, the stator inductance 

measured at their position is referred to as the direct axis inductance. The measurement of the 

quadrature axis inductance involves turning the magnets from their pre-aligned (direct axis) 

configuration by 90°. In this orientation, the rotor's iron (inter-polar region) is exposed to the 

stator flux. The permanent magnets in the rotor can be categorized into two main configuration 

types. The first one is called the surface PMSM because the magnet of its configurations exists 

on the surface, while the second one is called the buried PMSM because the magnet of its 

configurations exists inside the PMSM. Furthermore, each configuration is characterized by 

different features, layouts, and structures compared to the other configurations. In order to 

identify these differences, we'll provide a description of the structures (layout) and features of 

each configuration as follows [3,23, 42]: 

(a) (b) 

Figure I.14 : The PMSM’s rotor configurations, (a): surface PMSM (SPMSM), (b): Buried PMSM (BPMSM) 

1. Surface PMSM (SPMSM) 

In types of this configuration, the magnet is situated on the surface of the rotor, which is 

classified into three types: surface-mounted, surface-mounted magnets with pole shoes, and 

inset PMSM. While rotor lamination or solid rotor core construction can be used to build these 

configurations, laminated rotors are typically required for other sorts of machines. Losses should 

be taken into account if solid components are handled with caution. The synchronous machines 

are typically noticed in relation to the d- and q-axes since they are inherently magnetically 

unsymmetrical. Strong effects on the Ld and Lq inductances are caused by the rotor's 

geometrical structure [23]. In order to become acquainted with the layout of these 

configurations, Figure. I.9 is presented below:  

 (a) (b) (c) 

Figure I.15 : Layouts of SPMSM, (a): surface mounted PMSM, (b): surface mounted with pole shoes PMSM, (c): 

Inset PMSM 
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 Surface-mounted PMSM 

The fabrication and assembly of surface-mounted structures are comparatively easy, which 

makes them the most commonly used. The magnets in this motor are in contact with a 

demagnetizing field since they are surface-mounted. Moreover, because the effective length of 

the air gap is large, the machine's inductance is low due to permanent magnets' relative 

permeability being similar to that of air. The surface permanent magnet machine's beginning 

torque is minimal because the air gap reluctance is theoretically constant for all rotor 

orientations. Furthermore, the machine's rotation speed needs to be restricted if permanent 

magnets are adhered to the rotor's surface to prevent centrifugal forces from rupturing the glue 

joint. A reinforcing belt around the rotor can increase the mechanical rigidity of the rotor 

construction. A stainless steel cylinder or a band of carbon fibre or fibreglass could serve as the 

reinforcement. However, the previously mentioned are thermal insulators, which further 

complicate the rotor cooling process. Because stainless steel is conductive, there is an issue with 

eddy currents when employing it to create a reinforcement cylinder. Due to slotting and, 

particularly when an inverter is used, the supply current's harmonic content, eddy currents are 

created inside the cylinder [23, 42, 43]. Figure. I.20 represents the layout and structure of this 

configuration: 

 
(a) (b) 

Figure I.16 : Layout and structure of the surface-mounted PMSM  

 Surface mounted with pole shoes PMSM: 

Aside from the previously described configuration of the surface-mounted PMSM, other 

configurations, such as the ones shown in Figure. I.19(b), are called surface-mounted PMSM 

with pole shoes. This configuration structure can be employed to achieve both mechanical 

protection for the magnets and a sinusoidal air-gap flux density waveform. 

 Inset PMSM: 

As seen in Figure. I.21, this kind of motor has magnets placed on the rotor's surface to aid in 

mechanical assembly. Its d-axis inductance differs somewhat from its q-axis inductance. 

Interpolar gaps exist between the iron components of the permanent magnets, which increase 

saliency. The height of the magnets in relation to the iron and their aperture determine the 

salience value. Still, this structure's properties are essentially similar to those of the surface-

mounted PMSM [35, 42]. 
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(a) (b) 

Figure I.17: Layout and structure of the surface-mounted PMSM  

2. The buried PMSM (BPMSM) 

This configuration is characterized by the presence of the magnet inside the rotor, and it has 

three types: interior PMSM, circumferential orientation PMSM, and buried PMSM with a 

shaped air-gap outline. Their layouts are illustrated in Figure. I.22. The rotor construction has a 

few advantages over the surface-mounted structure, albeit being somewhat more complicated 

to manufacture [23]. 

 (a)  (b) (C) 

Figure I.18 : Layouts of BPMSM, (a) interior PMSM, (b): circumferential orientation PMSM, (c): buried PMSM 

with a shaped air-gap outline 

 Interior PMSM: 

Interior magnet machines have complex inductors due to magnets that are embedded into the 

rotor, as shown in Figure. I.23, and that are magnetically radially. Nonetheless, this structural 

arrangement is required to enhance mechanical resistance and safeguard the permanent magnets 

in force deflux mode or in the event of a short circuit. The inside magnet machine is appropriate 

for applications requiring continuous power across a broad speed range, as previously noted. 

Additionally, the IPMSM inductance values exhibit a geometric saliency that is crucial for low-

speed management and vary in accordance with the rotor position. The active air gap space is 

smaller in this configuration than it is in the corresponding machine that uses surface magnets. 

The IPMSM has distinct d- and q-axis inductances, with Ld < Lq. As a result, a reluctance torque 

exists, and compared to a comparable surface permanent magnet machine, the torque density 

may be greater [3, 35, 42]. 

 

(a) (b) 

Figure I.19 : Layout and structure of the interior PMSM 
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  Circumferential orientation PMSM : 

The magnets in this configuration of motor are housed inside the rotor, as Figure. I.24 illustrates. 

Buried deep within the rotor, the magnets are positioned radially into it. The magnets are 

oriented in the circumference directions in this design. Next, by focusing the flux from the 

permanent magnets, the magnetic poles are generated at the level of the ferromagnetic portions 

of the rotor. The concentration of the flux produced by the magnets and the increased inductance 

that is gained are two of this type of PMSM's primary advantages. The magnets in this machine 

are similarly well shielded from mechanical stress and demagnetization as those in internal 

magnet machines. In comparison to the d axis, the synchronous reactance is larger on the q axis 

[29, 42, 44]. 

 

Figure I.20 : Layout of the circumferential PMSM 

 Buried PMSM with a shaped air-gap outline: 

Buried PMSM with a shaped air-gap outline is one of the novel configurations for the PMSM, 

like Figure. I.25, which characterizes the radial nature as well as represents the third architecture 

of the buried PMSM. It is also called flux concentration. Furthermore, this configuration has a 

nearly sinusoidal air-gap flux density waveform and low cogging torque, which thus improves 

the torque quality. The demagnetization risk of the permanent magnets is reduced since they are 

surrounded by ferromagnetic iron and fixed relatively far from the air gap [23]. 

 

Figure I.21 : Layout of buried PMSM with a shaped air-gap outline PMSM 

C. Configurations of the PMSM based AFPM type  

These configurations fall under the AFPM category, most of which are categorized based on 

the number of rotors and stators. They also comprise the winding arrangements and the 

stator(s) position with respect to the rotor(s) locations. They offer flexibility in selecting the 

ideal machine construction for the application at hand and are readily available. Among the 

possible setups are: [23, 36]. 

 Structure with one rotor and one stator: 
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This configuration is considered to be the most basic for an axial-flux permanent magnet 

machine. However, compared to configurations in which the axial forces are balanced, this 

structure suffers from an uneven axial force between the rotor and the stator, necessitating more 

intricate bearing arrangements and a larger rotor disc. The structure of this configuration is 

shown in Figure. I.26 [23,45,46]. 

 

Figure I.22 : Structure with one rotor and one stator 

 Structure, in which the stator is located between two rotors: 

The axial-flux machine construction of this configuration is a "TORUS" type, with phase coils 

wound around either a slotted or non-slotted stator. The first permanent-magnet machine of the 

"TORUS" type with a nonslotted stator was released in the late 1980s. Short end-windings on 

the toroidally wound phase winding increase machine efficiency and power density. The more 

intricate connection of the stator to the frame is a disadvantage. Additionally, there is less room 

for the winding in this arrangement than in the alternative, known as the axial flux interior rotor 

permanent-magnet machine, or AFIPM, where the rotor is positioned between the stators 

[23,47-52]. 

 

Figure I.23 : Structure, in which the stator is located between two rotors 

 Structure, in which the rotor is located between two stators: 

This structure is designed as follows: 

 

Figure I.24 : Structure, in which the rotor is located between two stators 

 Multistage structure including several rotors and stators : 
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As seen in Figure. I.29, more intricate configurations can be achieved by stacking multiple 

machines parallel to one shaft and creating a multistage axial-flux machine [23]. These devices 

could be taken into consideration for research [53], high-speed permanent-magnet generator 

applications [54], ship propulsion drive use [41], and pump applications [55]. 

 

Figure I.25 : Structure with multistage including several rotors and stators 

I.6 Application field of the PMSM 

With the rapid evolution of technology and the onset of the Fourth Industrial Revolution, electric 

motors have continually proven their effectiveness and adapted to meet the evolving needs of 

industries. Researchers have made significant progress in enhancing the performance of 

industrial motors while reducing energy consumption. Various types of electrical machines have 

found application in a diverse range of sophisticated tasks. Among these, Permanent Magnet 

Synchronous Machines (PMSMs) have gained widespread acceptance across industries due to 

their exceptional power density, high torque-to-inertia ratio, superior efficiency, minimal losses, 

precise control, simple structure, and notable durability. The multitude of advantages offered by 

PMSMs has made them indispensable in critical applications such as CNC machine tools, 

industrial robots, space exploration technology, computer drives, electric vehicles, and servo 

precise position control systems. Moreover, PMSMs are utilized in both single and multiple 

configurations across different applications. This section will highlight some of the most 

prominent applications reliant on PMSMs, starting with several notable or ambitious uses in 

multi-machine systems. [10]: 

I.6.1 Rail transport  

A distributed traction system (Figure. I.30(a)) is typically utilized in the traction system of a 

railway car due to space limitations caused by mechanical constraints (track width, wheel 

diameter, ground clearance, etc.). Then, every wheel on the bogie is fitted with a device that 

satisfies the overall traction power specifications. This makes it the perfect application for a 

shared workspace. The concept of employing PMSM as the foundation of a traction system has 

recently been developed for applications in metro, commuter trains, and high-speed trains. Such 

a gearless traction drive system can be constructed because of the high mass torque of a PMSM 

(Figure. I.30(b)). It is expected that the PMSM-based shared architecture will provide significant 

railroad traction. 
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(a) (b) 

Figure I.26 : Bogie structure (a) with reduction; (b) direct drive (Syntegra from Siemens) [10]. 

1.6.2 Elevator doors  

The two doors of a traditional elevator door system are powered by an intricate mechanical link. 

This mechanical mechanism is driven by a machine, which causes the two doors to open and 

close simultaneously. It is clear that this mechanical connection system is intricate and prone to 

malfunction. Since an PMSM's speed is always synchronous with power frequency, we can 

think of pooling the inverter over multiple machines in order to do away with the intricate 

mechanical connection system. The command law's definition will serve as the basis for the 

synchronization of actions. 

I.6.3 Aeronautics  

Aeronautics is interested in substituting electrical energy for mechanical or hydraulic power on 

board, spurred by the idea of "more electric aircraft." In this sense, the shared architecture plays 

a key role in the system's electrification, especially for the flying controls. First and foremost, 

hardware redundancy is typically used to achieve fault tolerance in aeronautical applications. 

As such, every actuator has many redundant drive systems installed. Because of this, the entire 

control system is complicated and laborious. Redundancy is only required for this inverter in 

the shared design that uses it to control several actuators. Second, it's common for multiple 

actuators to be in charge of the same system, such as an elevator, a spoiler, or a flap (Figure. 

I.31). This increases the effective aerodynamic force and decreases the structure's weight by 

uniformly distributing the driving force over a long, thin control surface. Since these actuators 

are entirely synchronous, it makes sense to link the PMSMs in parallel in this case. 

 

Figure I.27 : Spoiler system for a commercial aircraft [10]. 
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After the applications that use the multi-PMSM form mentioned above, we will mention some 

important applications that depend on the single-PMSM form as follows: 

I.6.4 Electric vehicles (EVs)  

Reducing environmental consequences is a significant concern for the automotive and 

transportation industries, especially with regard to CO2 emissions, sulphur oxides, and nitrogen 

oxides. As part of the ecological and energy transition, policies seek to achieve carbon neutrality 

in this sector by 2050. Battery electric cars (BEVs), hybrid electric vehicles (HEVs), and fuel 

cell electric vehicles (FCEVs) are regarded as important answers to the present environmental 

issues. BEVs are fully electric cars that run exclusively on batteries. They have several benefits, 

including no emissions, top performance, no need for oil, and a smooth, noiseless ride with 

minimal disturbance to the surrounding area. Both the scientific community and the automotive 

industry place a high value on the development of electric vehicles (EVs), paying close attention 

to crucial aspects of their performance. Improved EV energy sources, structures, and electrical 

drive systems are the focus of ongoing research, which is of great interest to automakers and 

academics. The core components of an electric motor, controller, battery stack, and power 

converters make up an EV's propulsion system. A variety of electric motor types, including 

permanent magnet synchronous motors (PMSM), variable reluctance motors (VRM), induction 

motors (IM), and direct current (DC) motors, are used to ensure the propulsion of electric 

vehicles. In order to improve the performance of EVs and achieve the above-mentioned goals, 

PMSM is considered the best choice for driving electric vehicles (EVs). Due to the features 

mentioned above, the EV drive based on PMSM has been configured in Figure. I.32 [58-63]. 

 

Figure I.28 : Configuration of EV drive based on PMSM [63] 

I.6.5 Wind energy conversion system (WECS) 

Decentralized electricity production made possible by renewable energy sources can help 

address the issue of electrifying remote locations where a large number of people lack access to 

energy, making it difficult for them to meet their basic needs and improve their quality of life. 

On a human scale, renewable energy is defined as a source of energy that renews itself swiftly 

enough to be seen as limitless. One benefit of renewable energy sources is that their supply is 

limitless. By using them, we can meet our energy needs while protecting the environment [64]. 
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Wind energy is one renewable energy source that has drawn a lot of interest. It is extensively 

utilized and, in recent decades, has gained the ability to compete with traditional energy sources. 

Consequently, the installed wind turbine capacity globally is increasing at an accelerated rate. 

By the end of 2030, the World Wind Association predicts that installed wind capacity could 

reach 1600 GW [65]. Among other renewable energy sources, wind energy is prioritized due to 

a number of factors, including its cost-effectiveness, ease of installation, reliability, and 

efficiency. Furthermore, offshore or onshore wind farms are possible [66]. Numerous buildings 

have been engineered to include wind energy conversion systems (WECS); some of them 

include squirrel cage induction generators (SCIGs) and doubly fed induction generators 

(DFIGs). The sole drawback to these devices is that they need both an excitation and a 

multistage gearbox. Because of this, PMSG has drawn attention from researchers recently due 

to its improved performance, increased economy and dependability, and capacity to run at low 

speed, which does away with the requirement for a gearbox. Additionally, this control system 

requires less maintenance [66,67]. The machine is electrically connected to the constant 

frequency three-phase grid network via a power electronic interface (back-to-back converter), 

as seen in Figure. I.33, and mechanically coupled to the blades. The latter is made up of a grid-

side converter (GSC) and a machine-side converter (MSC) coupled by an intermediary capacitor 

and a shared DC link. This arrangement enables the generator to function in variable wind 

conditions while regulating and adapting its power to the grid code [68,69]. 

 

Figure I.29 : Configuration of WECS based on PMSM [68]. 

I.6.6 Electric aircrafts (EAs) 

All non-propulsive systems in conventional commercial aircraft technology are powered by a 

mix of secondary power sources, including electric, pneumatic, hydraulic, and mechanical 

systems. This leads to higher costs, heavier aircraft, and decreased reliability [70]. Reliable 

actuators for flight controls are displacing the traditional architecture with the introduction of 

recent innovation in electrical machine design and power electronics, leading to an increase in 

electric aircraft (MEA), such as the Boeing 787, Airbus 380, and Lockheed F-35 [71]. The goal 

of the technology is to create an all-electric aircraft (AEA) in the future. The biggest benefit of 

this technological revolution is that, in comparison to conventional technology, it uses less fuel, 

emits fewer emissions, makes less noise, and has a reduced failure rate [72]. But in contrast to 
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previous designs that used only a quarter of the power, this alteration has increased the power 

requirement onboard the aircraft, reaching 1 MW (Boeing-777) [73]. When the two 

architectures are compared in Figure. I.34, it is readily apparent that the MEA technology retains 

the Ram air turbine (RAT) and environmental control system (ECS), but the anti-icing system 

is electrically powered by a modified auxiliary power unit (APU) design. Although they are 

electrically operated, the distributed flight control surfaces are hydraulic.  

 

Figure I.30 : Comparison of conventional vs. more electric aircraft (MEA) technology [73] 

One of the most popular devices in aerospace electromechanical or electrohydrostatic actuators 

(EMA/EHA) for MEA flight control applications is the permanent magnet synchronous motor 

(PMSM) [74]. Three key benefits of the permanent magnet synchronous motor account for its 

dominance: cheap maintenance costs, a high torque-to-current ratio, and compact design. 

Figure. I.35 compares the two actuation technologies. Moreover, PMSM-based electrical 

actuators are a well-liked option because of their better performance, which is demonstrated by 

a higher steady-state torque in comparison to induction machines, a simpler PM motor 

controller, and other previously mentioned characteristics [72,75]. 

(a) (b) 

Figure I.31 : Flight control actuators in MEA. (a) Electrohydrostatic (EHA) ,(b) Electromechanical Actuator 

(EMA) 
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I.6.7 Photovoltaic pumping system  

A photovoltaic pumping system based on permanent magnet synchronous motors (PMSMs) 

represents a compelling synergy between renewable energy and efficient water pumping 

technology. The researchers explore the innovative combination of photovoltaic panels and 

PMSM-driven water pumps, highlighting their numerous advantages and significant 

contributions to sustainability and resource management. By utilizing solar energy through 

photovoltaic panels, these systems provide a clean, sustainable, and economically viable means 

of powering water pumps. PMSMs, with their high efficiency, precise control, and ability to 

adapt to varying environmental conditions, enhance the overall performance of such systems. 

Their permanent magnets in the rotor ensure synchronous operation, optimizing energy 

conversion and water delivery. Key benefits of this integrated approach include reduced 

dependence on fossil fuels, minimized greenhouse gas emissions, and decreased operational 

costs. Furthermore, the adaptability of PMSMs to different water pumping requirements, 

coupled with the abundance of sunlight in many regions, makes photovoltaic PMSM pumping 

systems an ideal solution for remote and off-grid areas. 

 

Figure I.32 : Configuration of the Photovoltaic pumping system 

I.7 Conclusion 
In recent years, significant advancements have occurred in the state of the art for Permanent 

Magnet Synchronous Motors (PMSMs) owing to the escalating demand for precise and efficient 

electric machines across various applications. The inclusion of permanent magnets in the rotor 

of PMSM electric machines has led to remarkable power-to-weight ratios, eliminating the need 

for field windings. Another distinguishing feature is their efficient conversion of electrical 

energy into mechanical work. Recent developments in magnet materials and production 

processes have greatly enhanced the performance of PMSMs, facilitating their widespread 

adoption. To mitigate risks associated with rare-earth element supply chains, researchers 

continue to explore alternative magnet materials. 

PMSMs have evolved into a pivotal technology offering outstanding efficiency and precise 

control for diverse applications. Their ongoing refinement and adaptation to meet the specific 

demands of various industries underscore their critical role in fulfilling the energy and 
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performance requirements of modern engineering and technology. Moreover, their compact 

size, lightweight design, high efficiency, excellent power factor, rapid response, broad speed 

range, and accuracy make permanent magnet synchronous machines (PMSMs) highly sought 

after across a wide spectrum of applications. These include wind power generation, electric 

vehicles, aerospace, numerical control systems, and photovoltaic pumping systems. 
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II.1 Introduction 

Understanding the behavior of PMSMs, designing effective control systems, and optimizing 
performance all necessitate thorough modeling of them. Equations that explain the 
electromagnetic, mechanical, and control characteristics of the motor are usually included in the 
mathematical model of a PMSM. Capturing the electrical properties, switching dynamics, and 
control schemes used in PMSMs are all part of the modeling process. The creation of 
mathematical formulas that explain the link between input and output voltages, currents, and 
power flows is at the core of this modeling project. This involves taking into account the effects 
of PMSM features on system performance as a whole, such as rising time, steady-state 
error…etc. In order to conduct an in-depth theoretical analysis of the PMSM drive, an 
appropriate mathematical model of the device must be created and put into use, one that will 
enable a satisfactory level of precision in characterizing its behavior and quantities. Because the 
PMSM and the traditional synchronous motor are so similar in terms of construction, the 
dynamic model of the PMSM may be obtained using the well-known formulas for the classical 
synchronous machine.   The resultant equations are usually non-linear, which means they are 
relatively complex, and the variables are time-variant when the three phase frame is applied to 
the PMSM. The equations that are derived are substantially simpler if the machine is described 
using a coordinate transformation using Clark or Park. This makes it possible to speed up the 
numerical calculations needed for the computational simulations. Moreover, the resulting 
variables do not change over time under steady-state operation, which facilitates further 
computations and streamlines the control system's implementation. When these limitations are 
taken into consideration, the resulting equations become extremely straightforward and may 
reasonably accurately anticipate the behavior of the machine. The inverter and PMSM form a 
closely integrated system where the inverter controls the electrical power supplied to the motor, 
influencing its speed, torque, and overall performance. The design and implementation of the 
inverter are critical factors in achieving efficient and reliable operation of PMSM-based 
systems. In this chapter, we'll get to know the modeling of the PMSM in the abc, α-β and d-q 
frames, the different methods of its modeling based on the d-q frame, as well as the modeling 
of the three-phase voltage inverter and its control approaches. In addition, Modeling of the 
machine based on the open loop was also simulated using MATLAB Simulink. 

II.2 Mathematical Modeling of three-phase PMSM Systems 

The permanent magnet (PM) rotor and three-phase stator make up the PMSM. The three-phase 
windings are positioned 120 degrees electrically apart in the stator slots created by the 
ferromagnetic lamination stacks, like the architecture of an induction machine. The design of 
the rotor, particularly the location of the permanent magnet therein, determines the properties 
of PMSM, Figure. II.1 explains this description [76]. 
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Figure II.1: A PMSM's three-phase representation 

II.2.1 Electrical equations of the PMSM 

The equations for the three-phase stator voltage, as seen in the three-phase stationary frame (abc 
− axis), can be written as follows [76]: 

𝑣 = 𝑅 . 𝑖 +                                                           (II.1) 

Where: 𝑣 = [𝑣 𝑣 𝑣 ]  represents stator voltages, 𝑅  is stator resistance, 𝑖 =

[𝑖 𝑖 𝑖 ]  represents stator currents and 𝜑 = [𝜑 𝜑 𝜑 ]  represents stator fluxes. 
Furthermore to, 𝜑  is described as follows: 

𝜑 = 𝐿 . 𝑖 + 𝜓 .                                                            (II.2)                                                         

Where: 𝜓 . = [ 𝜓 .  𝜓 .  𝜓 . ] =  𝜓 .  cos(𝑝𝜃)  cos(𝑝𝜃 − )  cos(𝑝𝜃 + )  

With 𝜓  is the permanent-magnet flux linkage, 𝜃 is the mechanical angular position, 𝑝 is the 
number of poles, and 𝐿  is given as follows:  

𝐿 = 𝐿 + 𝐿                                                           (II.3) 

Where; 

𝐿 =

𝑙 𝑀 𝑀
𝑀 𝑙 𝑀
𝑀 𝑀 𝑙

           ,       𝐿 = 𝑙

⎣
⎢
⎢
⎢
⎡ cos(2𝑝𝜃)   cos(2𝑝𝜃 − ) cos(2𝑝𝜃 + )

cos(2𝑝𝜃 − ) cos(2𝑝𝜃 + ) cos(2𝑝𝜃)

cos(2𝑝𝜃 + ) cos(2𝑝𝜃) cos(2𝑝𝜃 − )⎦
⎥
⎥
⎥
⎤

 

Given that 𝑀  = − 0.5. 𝑙 , define 𝑀 , 𝑙 , and 𝑙  as the mutual and own inductances, 
respectively. In addition, depending on the machine, 𝑙  and 𝑙  are positive values. Through the 
equations mentioned above, the PMSM-based three phases of equation (II.1) can be written as 
follows: 

𝑣
𝑣
𝑣

= 𝑅 .

𝑖
𝑖
𝑖

+ [𝐿 ]
𝑖
𝑖
𝑖

+

𝜓 .

𝜓 .

𝜓 .

                                                  (II.4)  
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II.2.2 Mechanical equations of the PMSM  

The following equation can be obtained by treating the rotor according to the fundamental 
principle of dynamics [76]: 

𝑗. = 𝑇 − 𝑇 −  𝐹Ω                                                                    (II.5) 

With;                                                                 
𝜔 = 𝑝. Ω                                        

= Ω                                    
                                        (II.6) 

Ω, 𝜔  are mechanical(rotor) and electrical(stator) speed respectively; 𝑝 is number of pole pairs 
; Te, Tl  are electromagnetic and load torques respectivelly; j is moment of inertia of the rotor ; 
F is friction constant of the rotor and 𝜃 is angular speed of rotor. 

II.3 Coordinate transformations 

Coordinate transformations refer to the process of converting coordinates from one reference 
frame to another. This is often done to simplify the analysis or representation of data in a 
particular context. There are various types of coordinate transformations, depending on the 
nature of the coordinate systems involved. Two common types include linear transformations 
and nonlinear transformations. Due to the fact that the PMSM belongs to the physics and 
engineering fields, coordinate transformations are often used to simplify the analysis of the 
PMSM. These transformations are applied to convert the three-phase quantities (typically 
represented in the abc coordinate system) into two components. Among these coordinate 
transformations are Park and Clark's popular ones used in power systems engineering. Figures. 
II.2 shows the quadrupole schematic depiction of a three-phase system. The voltages of the input 
terminals (sometimes referred to as the phase voltages) are expressed as 𝑢a(𝑡), 𝑢b(𝑡) and 𝑢c(𝑡) 
accordingly the three input terminals are designated as 𝑎, 𝑏, and 𝑐. The three input currents in 
the system, sometimes referred to as the phase currents, are denoted by the symbols 𝑖a(𝑡), 𝑖b(𝑡), 
and 𝑖c(𝑡). The neutral point is represented by the fourth terminal, N. Phase-to-phase voltage is 
the voltage between any two input terminals; for instance, the voltage between terminals 𝑎 and 
𝑏 is expressed as 𝑢ba(𝑡) = 𝑢b(𝑡) – 𝑢a(𝑡). Similarly, 𝑢bc(𝑡) = 𝑢b(𝑡) –𝑢c(𝑡) and 𝑢𝑐𝑎(𝑡) = 𝑢𝑐(𝑡) − 𝑢𝑎(𝑡), 
where the sum of these quantities is zero according to the Kirchhoff’s voltage law. Furthermore, 
since the neutral point N is typically unavailable, the phase currents' sum equals zero according 
to Kirchhoff's current law: 𝑖a(𝑡) + 𝑖b(𝑡) + 𝑖c(𝑡) = 0 [77]. 
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          Figure II.2 : Schematic illustration of a three-phase system 

II.3.1 Transformation of Clark   

Firstly,  the Clark transformation is used to transform the three-phase quantities fabc(t) into a two-
axis frame (α, β) that is connected to the stator, where the balanced three-phase quantities are 
three-phase currents or voltages. As shown in Figures. II.3, the Clark transform reduces the 120◦ 
evenly spaced frame system to a two axis stationary reference frame attached to the stator by 
taking use of the symmetry of the three phase system. The bright red arrow in Figures. II.3, 

designated 𝑓(̅𝑡), represents the vector formed by the sum of the abc-axis, which is the same as 
the sum of (α, β) vectors times 2/3 but with just two coordinate axes instead of three. Here, we 
investigate the balanced three-phase quantities denoted as 𝑓𝑎 (𝑡), 𝑓𝑏 (𝑡) and 𝑓c (𝑡)  with a zero 
homopolar component 𝑓𝑜(𝑡), where 𝑓𝑜(𝑡) can be described as follows [77-79]. 

 𝑓 (𝑡) =
( ) ( ) ( )

                                                                (II.7) 

The space vector 𝑓(̅𝑡) cab be defined by considering the three-phase quantities as, 

 𝑓̅(𝑡) = 𝑓 (𝑡) + 𝑓 (𝑡)𝑒 + 𝑓 (𝑡)𝑒 =  𝑓 (t)  +  𝑗𝑓 (t)                             (II.8) 

Where 𝑓 (𝑡) represent the real component and 𝑓 (𝑡) represents the imaginary component of the 

space vector𝑓(̅𝑡).  Considering equation (II.7) the real and imaginary component of the space 
vector can be calculated as, 

𝑓 (𝑡) = 𝑅 𝑓(𝑡) = [𝑓 (𝑡) − 𝑓 (𝑡) − 𝑓 (𝑡) = 𝑓 (𝑡)                

𝑓 (𝑡) = 𝐼𝑚 𝑓(𝑡) =
√

𝑓 (𝑡) −
√

𝑓 (𝑡) =
√

[𝑓 (𝑡) − 𝑓 (𝑡)    
                   (II.9)   

 Figures. II.3 shows the graphical representation of the space vector 𝑓(̅𝑡)  corresponding to the 
three-phase quantities 𝑓 (𝑡), 𝑓 (𝑡)and 𝑓 (𝑡) and its real and imaginary components. 
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Figure II.3 : Space vector representation 

As per equation (II.10), 𝑓 (𝑡) directly correlates to 𝑓 (𝑡). On the other hand, 𝑓 (𝑡) and 𝑓 (𝑡) can 

be obtained by taking the real and imaginary components of the space vector 𝑓(̅𝑡) and rotating 
it clockwise by 2Ú3𝜋 and 4Ú3𝜋, respectively. 𝑓 (𝑡), 𝑓 (𝑡) and 𝑓 (𝑡)  are obtained by inversely 
transforming 𝑓 (𝑡) and 𝑓 (𝑡), as shown in equation (II.11). 

⎩
⎪
⎨

⎪
⎧

𝑓 (𝑡) = 𝑅 𝑓̅(𝑡) = 𝑓 (𝑡)                                            

𝑓 (𝑡) = 𝑅 𝑓(̅𝑡)𝑒 = − 𝑓 (𝑡) +
√

𝑓 (𝑡)     

𝑓 (𝑡) = 𝑅 𝑓̅(𝑡)𝑒 = − 𝑓 (𝑡) −
√

𝑓 (𝑡)     

                                     (II.10) 

The transformation equations can be written in a compact form using the transformation 
matrices as below 

  𝑓    =  𝑇  →  ·  𝑓                                                                  (II.11) 

Where 𝑓 = [𝑓 (𝑡)𝑓 (𝑡)𝑓 (𝑡)]T,  𝑓 = [𝑓 (𝑡)𝑓 (𝑡)𝑓 (𝑡)]T and Tabc →αβo  is the 

transformation from abc →αβo given as below: 

𝑇 → =

⎣
⎢
⎢
⎢
⎡ 1 0

√

−
√

√

− −
√

√ ⎦
⎥
⎥
⎥
⎤

                                                              (II.12) 

In the same way, the inverse Clarke's transformation matrix for the transformation 𝛼𝛽𝑜 → 𝑎𝑏𝑐 
is 

𝑇 → =

⎣
⎢
⎢
⎢
⎡ 1 − −

0
√

−
√

√ √ √ ⎦
⎥
⎥
⎥
⎤

                                                               (II.13) 

Depending on the Clark transformation, we can transform the electrical equations of the PMSM-
based three-phase frame (abc − axis) that are presented in equation (II.4) into the model-based 
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two-phase frame (𝛼𝛽 − axis) using the matrix transformation  𝑇 →  represented in equation 

(II.12) as follows [80]: 

𝑣𝛼 = 𝑅𝑠. 𝑖𝛼 + 𝐿𝛼
𝑑𝑖𝛼

𝑑𝑡
+ 𝐸𝛼

𝑣𝛽 = 𝑅𝑠. 𝑖𝛽 + 𝐿𝛼
𝑑𝑖𝛽

𝑑𝑡
+ 𝐸𝛽

                                                                (II.14) 

The expression of the electromagnetic torque will be as follows: 

𝑇 = ∙ 𝑝 ∙ −∅ ∙ 𝐼 + ∅ ∙ 𝐼                                                          (II.15) 

Where, 𝒊𝜶, 𝒊𝜷 are α-β axis equivalent stator currents; 𝒗𝜶, 𝒗𝜷 are α-β axis equivalent stator 

voltages; 𝐑𝐬 is per phase stator resistance ; 𝑳𝜶, 𝑳𝜷  are α-β axis equivalent stator and 𝑬𝜶, 𝑬𝜷 are 

α-β axis back-EMFs. The 𝑬𝜶 and 𝑬𝜷 are presented as follow: 

𝐸𝛼 = −𝜔𝑒. 𝜓𝑓. sin 𝜃𝑒

𝐸𝛽 = 𝜔𝑒. 𝜓𝑓. cos 𝜃𝑒   
                                                                       (II.16) 

Where 𝝎𝒆 is an electrical (stator) speed; 𝝍𝒇 is rotor magnetic flux linking the stator, 𝜽𝒆 is 

angular speed of rotor. 

II.3.2 Transformation of Park  

The rotating reference frame 𝑑𝑞, which rotates with respect to the two-phase stationary 
reference 𝛼𝛽 frame introduced by Clarke's transformation, can represent the space vector 

 𝑓(̅𝑡) corresponding to the three phase system quantities 𝑓 (𝑡), 𝑓 (𝑡)and 𝑓 (𝑡). Its angular speed 
is 𝜔 (𝑡). The stationary reference frame (𝛼𝛽) and revolving reference frame (𝑑𝑞), along with 

the associated notations, are schematically represented in Figures. II.4 The angle between the 
two-phase rotating reference frame (𝑑𝑞) and the two-phase stationary reference frame (𝛼𝛽) is 
represented in Figures. II.4 by 𝜗 (𝑡), the angle between the 𝑑𝑞 reference frame and the space 

vector 𝑓(̅𝑡) is represented by 𝛾 (𝑡), and the angle between the 𝛼𝛽 reference frame and the 

space vector 𝑓(̅𝑡) is represented by 𝛾 (t). The space vector in the 𝑑𝑞 reference frame is 

denoted by 𝑓 (𝑡), which has the following definition [78,79]: 

𝑓̅ (𝑡) = 𝑓̅(𝑡) 𝑒 ( ) 

                                                                            = 𝑓̅(𝑡) 𝑒 ( ( ) ( ))   

                                                                            = 𝑓̅(𝑡) 𝑒 ( ) 𝑒 ( )                                       (II.17) 

                                                                            = 𝑓̅ (𝑡)𝑒 ( ) 

                                                                            = 𝑓 (𝑡) + 𝑗𝑓 (𝑡) 

The following formulas can be used to represent the real and imaginary components, 𝑓 (𝑡) and 

𝑓 (𝑡), of the space vector 𝑓̅ (𝑡) in the two-phase rotating reference frame: 
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𝑓 (𝑡) = 𝑓 (𝑡) cos 𝜗 − 𝑓 (𝑡) sin 𝜗    

𝑓 (𝑡) = −𝑓 (𝑡) sin 𝜗 + 𝑓 (𝑡)cos (𝜗 )
                                    (II.18) 

 

Figure II.4 : Representation of stationary reference frame (𝛼𝛽) and rotating reference frame (𝑑𝑞) 

In the 𝛼𝛽 reference frame, the real and imaginary components of the space vector are obtained 
by inversely transforming equation (II.18). 

𝑓 (𝑡) = 𝑓 𝜗 cos 𝜗 − 𝑓 (𝑡) sin 𝜗  

𝑓 (𝑡) = 𝑓 (𝑡) sin 𝜗 + 𝑓 (𝑡) cos 𝜗       
                                     (II.19) 

With the use of the transformation matrices, the transformation equations can be expressed 
compactly as shown below. 

 𝑓 = 𝑇 → . 𝑓                                                        (II.20) 

Where 𝑓 = [𝑓 (𝑡)𝑓 (𝑡)𝑓 (𝑡)], 𝑓 = [𝑓 (𝑡)𝑓 (𝑡)𝑓 (𝑡)] and 𝑇 →  is the transformation 

from 𝛼𝛽𝑜 → 𝑑𝑞𝑜 given as below: 

𝑇 → =

cos (𝜗 (𝑡)) −𝑠𝑖𝑛(𝜗 (𝑡)) 0

𝑠𝑖𝑛(𝜗 (𝑡)) 𝑐𝑜𝑠 (𝜗 (𝑡)) 0

0 0 1

                               (II.21) 

Likewise, for the 𝑑𝑞𝑜 → 𝛼𝛽𝑜 transformation, the inverse Park’s transformation matrix is: 

 𝑇 → =

cos (𝜗 (𝑡)) 𝑠𝑖𝑛(𝜗 (𝑡)) 0

−𝑠𝑖𝑛(𝜗 (𝑡)) 𝑐𝑜𝑠 (𝜗 (𝑡)) 0

0 0 1

                                    (II.22) 

The following represents the direct inverse transformation from the 𝑎𝑏𝑐 frame to the two-phase 
rotating reference 𝑑𝑞𝑜 frame and the matching direct transformation from the three-phase 𝑎𝑏𝑐 
frame to the 𝑑𝑞𝑜 frame: 

𝑇 → =

⎣
⎢
⎢
⎢
⎡ 𝑐𝑜𝑠 (𝜗 (𝑡)) 𝑐𝑜𝑠(𝜗 (𝑡) − 𝜋) 𝑐𝑜𝑠(𝜗 (𝑡) − 𝜋)

−𝑠𝑖𝑛(𝜗 (𝑡)) −𝑠𝑖𝑛(𝜗 (𝑡) − 𝜋) −𝑠𝑖𝑛(𝜗 (𝑡) − 𝜋)

⎦
⎥
⎥
⎥
⎤

          (II.23) 
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𝑇 → =

⎣
⎢
⎢
⎡

𝑐𝑜𝑠 (𝜗 (𝑡)) −𝑠𝑖𝑛(𝜗 (𝑡)) 1

𝑐𝑜𝑠(𝜗 (𝑡) − 𝜋) −𝑠𝑖𝑛(𝜗 (𝑡) − 𝜋) 1

𝑐𝑜𝑠(𝜗 (𝑡) − 𝜋) −𝑠𝑖𝑛(𝜗 (𝑡) − 𝜋) 1⎦
⎥
⎥
⎤

                          (II.24) 

The electrical equations of the PMSM-based three-phase frame (abc − axis) can be transformed, 
depending on the Park transformation, using the matrix transformation 𝑇 →  given in 

equation (II.22) into the model-based two-phase frame (dq − axis) as follows [81]: 

𝑣 = 𝑅 . 𝑖 + 𝐿 + 𝐸

𝑣 = 𝑅 . 𝑖 + 𝐿 + 𝐸
                                                         (II.25) 

The expression of the electromagnetic become as follows: 

𝑇 = (3.
𝑝

2
)( 𝐿𝑑 − 𝐿𝑞 𝑖𝑑. 𝑖𝑞 + 𝜓 . 𝑖𝑞)                                      (II.26) 

Where, 𝒊𝒅, 𝒊𝒒 are d-q axis equivalent stator currents; 𝒗𝒅, 𝒗𝒒 are d-q axis equivalent stator 

voltages; 𝐑𝐬 is per phase stator resistance; 𝑳𝒅, 𝑳𝒒  are d-q axis equivalent stator and 𝑬𝒅, 𝑬𝒒 are 

d-q axis back-EMFs. The 𝑬𝒅 and 𝑬𝒒 are presented as follow: 

𝐸𝑑 = −𝐿𝑞. 𝜔𝑒. 𝑖𝑞                   

𝐸𝑞 = 𝐿𝑑. 𝜔𝑒. 𝑖𝑑 + 𝜔𝑒. 𝜓𝑓
                                                         (II.27) 

Where 𝝎𝒆 is an electrical (stator) speed; 𝝍𝒇 is rotor magnetic flux linking the stator, 𝜽𝒆 is 

angular speed of rotor. 

II.4 Regions where PMSM operates 

The electrical and mechanical operating limits of the PMSM define its characteristics. Electrical 
operating limitations are related to voltage and current, while mechanical operating limits are 
related to torque and rotor speed. 

II.4.1 Electrical operating limits 

The highest voltage that can be applied and the drive's output current capabilities set boundaries 
for the operating zones of electric machines. The following assumptions are taken into account 
while calculating the operational limitations. Therefore, the voltages (𝑢d and 𝑢q) and currents 
(𝑖d(𝑡) and 𝑖q(𝑡)) will have constant amplitudes in the rotor reference frame. The maximum 
voltage, or phase-to-phase nominal voltage, is represented by the symbol 𝑢nom. The nominal 
current, or 𝑖nom, corresponds to the thermal limit under steady state operating conditions [77]. 

 At each operational point, the limits of electric machines, which are the demagnetization 
of the permanent magnet, the temperature limits, and the insulation limits, must be equal 
to the drive limits (the voltage and current limits). 

 Constant electrical speed (𝜔 ) 
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 Constant amplitude and frequency of the sinusoidal voltages and currents 

 The operation of the drive's steady-state.  

The rotor reference frame describes the machine's current limits as follows. 

𝐼 + 𝐼 ≤ 𝐼                                                              (II.28) 

In the case where 𝐼 = √2 𝐼 , the nominal phase current peak value 

In a similar vein, the voltage limit can be shown as: 

𝑈 + 𝑈 ≤ 𝑈                                                                  (II.29) 

Where 𝑈 = √  𝑈 , the peak value of nominal phase voltage. 

II.4.2 Mechanical operating limits 

With the use of the speed vs. torque plan, as demonstrated in Figures. II.5, the mechanical 
operating limits of a PMSM can be demonstrated. Regarding torque and power, the two primary 
operating regions are: 

 Constant torque zone: here, the voltage should be less than or equal to the highest voltage 
that is allowed, and the operation is restricted by a constant current locus. In this case, 
the PMSM can provide the maximum amount of torque at any speed lower than the base 
speed; 

 Constant power area: in this region, the PMSM can deliver its maximum power at any 
speed above the rate speed, with the torque output decreasing as speed increases.  

 

Figure II.5 : The mechanical operating limits of the PMSM 

The PMSM's operating limits as stated above pertain to continuous steady state operation; 
nevertheless, overloading the drive within the thermal limits is conceivable for brief periods of 
time. 

II.5 Modeling of the PMSM system using deferent strategy  

The derived equations are substantially simpler if the machine is characterized using a d-q rotor 
reference frame, which speeds up the numerical calculations needed for the computational 
simulations. Additionally, the resulting variables do not change over time under steady-state 
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operation, which facilitates subsequent computations and streamlines the design of the control 
system.  Furthermore, The d-q model in the rotor reference frame is the most widely used and 
well-liked model in the literature. It is assumed that the rotor is cage-free, that the back-EMF is 
sinusoidal, that the saturation is unimportant, and that the eddy currents and hysteresis losses 
are negligible [82-90]. For this, we will use PMSM modeling in this reference, There are various 
methods available for modeling a PMSM, including state-space model, transfer function, and a 
nonlinear model. 

II.5.1 PMSM model based on the state space model 

In this method, the decoupling or linearization strategy is applied between the linear model of 
the PMSM on the d-q axis and its disturbances because the PMSM is designed as a nonlinear 
system, where the disturbances are the d-q axis back-EMFs (𝐸  and 𝐸 ) that represent in the 

equation (II.27) and the load torque (𝑇 ) that represent in the equation (II.5). The state space 
expression based the linear model of the PMSM is presented as follows: 

𝒅

𝒅𝒕
𝒙(𝒕) = 𝑨. 𝒙(𝒕) + 𝑩𝒖(𝒕)

𝑦(𝑡) = 𝑪. 𝒙(𝒕) + 𝑫. 𝒖(𝒕)   
                                                           (II.30) 

Where; 𝑥(t) is the state variable vector, 𝑢(t) is the input vector, 𝑦(t) is the output vector, A is the 
state matrix, B is input matrix, C is output matrix, and D is a matrix of direct transmission as 
per standard state space notation. 

Through the expression of the state space method based the linear model of the PMSM 
mentioned above can be written as follows: 

⎩
⎪
⎪
⎨

⎪
⎪
⎧

𝒅

𝒅𝒕

𝑖
𝑖
𝜔

=

⎣
⎢
⎢
⎢
⎡−

𝑹𝒔 𝟎 𝟎

𝟎 −
𝑹𝒔 𝟎

𝟎 𝟎 −
𝑭

⎦
⎥
⎥
⎥
⎤

.
𝑖
𝑖
𝜔

+

⎣
⎢
⎢
⎢
⎡

𝟏
𝟎 𝟎

𝟎
𝟏

𝟎

𝟎 𝟎
𝒑

⎦
⎥
⎥
⎥
⎤ 𝑢

𝑢

𝑇

𝑖
𝑖

Ω

=  
𝟏 𝟎 𝟎
𝟎 𝟏 𝟎
𝟎 𝟎 𝒑

.
𝑖
𝑖
𝜔

                                             

                           (II.31) 

Where D=0 and [𝑣𝑑 𝑣𝑑] = [𝑢𝑑 + 𝐸𝑑 𝑢𝑞 + 𝐸𝑞] . Furthermore, the scheme of the PMSM based on this 

method can be designed as follows: 



Chapiter II                            Comprehensive Modeling and PWM Techniques for PMSM Drive Systems 

 

41 

 

Figure II.6 : The design of the PMSM model using state space model 

II.5.2 PMSM model based on the transfer function 

The transfer function, or filter, is considered one of the most common methods for modeling a 
linear system. Therefore, the PMSM needs the linearization strategy in order to use this method. 
It is also possible to use the decoupling strategy with the PMSM model in this method. 
Furthermore, the system will change based on the time into a system based on frequency, and 
the disturbances will be decoupled from the linear model of the system, where the disturbances 
are the back-EMFs and the load torque. The filter expression is presented as follows: 

𝐹𝑇(𝑠) =
( )

( )
=

.
                                                                (II.32) 

Where; 𝐹𝑇(s) is the transfer function based on the first order, 𝑈(s) is the input of the system 
based on the frequency variable, 𝑌(s) is the output of the based on the frequency variable, 𝜏 the 
time constant and k is the system amplitude. 

In light of this method, the PMSM model can be written as follows: 

⎩
⎪
⎨

⎪
⎧ 𝐹𝑇 (𝑠) =

( )

( ) ( )
=

.

𝐹𝑇 (𝑠) =
( )

( ) ( )
=

.

𝐹𝑇 (𝑠) =
( )

( ) ( )
=

.
      

                                                             (II.33) 

Where [𝑣𝑑 𝑣𝑑] = [𝑢𝑑 + 𝐸𝑑 𝑢𝑞 + 𝐸𝑞] . Furthermore, the scheme of the PMSM based on this method can 

be designed as follows: 

𝐸  

𝐸  

𝑇  

𝑣  

𝑣  

𝑇  
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∫  C 
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The 𝑇  
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(Eq II.26) 
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Figure II.7 : The design of the PMSM model using filters 

II.5.3 PMSM model based on the nonlinear system 

Due to the fact that PMSM is a nonlinear system, the nonlinear method is more comprehensive 
for modeling it; in addition, this method is suitable for selecting a control law when applying 
nonlinear techniques. Furthermore, it doesn't need to decouple or linearize the system, whereas 
it models the system directly under disturbances through the nonlinear function. The PMSM 
based on the nonlinear model is presented as follows: 

𝑥(𝑡) = 𝑓(𝑥(𝑡), 𝑡) + g(𝑥). 𝑢(t)

𝑦(𝑡) = ℎ(𝑥(𝑡))                                  
                                    (II.34) 

Where, the 𝑥(t) are the state variable, 𝑓(𝑥(𝑡)  , 𝑡) is the nonlinear function, 𝑢(t) is the system 
input and 𝑦(𝑡) is the system output and g(𝑥) is the input matrix. 

The inputs, state space variables and the output for the PMSM model is designed as follows: 

𝑢(𝑡) = [𝑣 𝑣 ]          

𝑥(t) = [𝑖 𝑖 𝜔 ]   

𝑦(𝑡) = ℎ(𝑥) = 𝜔          

                                                    (II.35) 

The terms of the nonlinear mentioned above for the PMSM model is identified as follow: 

⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧

𝑓(𝑥(𝑡), 𝑡) =

f (𝑥)

f (𝑥)

f (𝑥)
=

⎣
⎢
⎢
⎢
⎢
⎡− . i + . i . ω                                                                                                   

− . i − . i . ω − . ω                                                                    

−  . ω +
.

. . i . i +
.

. . i − . 𝑇                 ⎦
⎥
⎥
⎥
⎥
⎤

g(𝑥) =

0

0
0 0

                                                                                                                 

     (II.36) 
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II.6 Explanation of the PMSM source supply  

In the context of electric drive systems, the interaction between the inverter and the Permanent 
Magnet Synchronous Motor (PMSM) is essential. The inverter acts as a bridge connecting the 
PMSM and the electrical power supply, which is usually a DC bus. Its main job is to change the 
DC power into the three-phase AC power needed to run the PMSM. The following are the main 
facets of the inverter and PMSM relationship: 

 Power Conversion: A power source, such as a battery or rectifier, supplies DC power 
which the inverter converts into AC power suitable for the Permanent Magnet 
Synchronous Motor (PMSM). Since PMSMs operate on AC power, this conversion 
process is essential for their operation; 

 Voltage and Frequency Control: The inverter adjusts the voltage and frequency of the 
output AC waveform in addition to controlling the speed and torque of the PMSM. There 
are numerous ways to achieve accurate control. Pulse Width Modulation (PWM) is one 
such technique that controls the effective voltage and frequency supplied to the motor 
by varying the pulse width; 

 Dynamic Response: The inverter plays a crucial role in providing a rapid and accurate 
response to changes in the motor's operating conditions. This is important for 
maintaining stable and efficient operation, especially in applications where rapid 
changes in speed or torque are required; 

 Regenerative Braking: The inverter can facilitate regenerative braking in certain 
systems, allowing the PMSM to act as a generator and feed energy back into the DC bus 
when decelerating; 

 Efficiency and Losses: The inverter's efficiency has an impact on the system's overall 
efficiency. Optimizing the energy efficiency of the PMSM-driven system requires 
minimizing losses in the inverter, including switching and conduction losses. 

II.6.1 Modeling of the Inverter 

In a three-phase, two-level voltage source inverter, each arm features two switches. These 
switches stand out for their exceptional capability to operate bidirectional, affording precise 
control over both opening and closing actions in both directions. For low powers and very high 
frequencies, they can be MOSFETs; for high powers and high frequencies, they can be IGBTs; 
and for extremely high powers and low frequencies, they can be GTOs. To ensure current flow 
in both directions, the switch must be positioned in antiparallel with a diode. Figure. II.8 
illustrates the overall design of a two-level voltage inverter.  
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Figure II.8 : Schematic diagram of the three-phase voltage inverter 

The reference voltages are the desired simple voltages Uan; Ubn; Ucn referenced to the 
neutral point. The state of the switches, assuming perfection, can be defined by three Boolean 
control variables denoted as Si (i= a, b, c): 

 Si = 1 the case where the upper switch is closed and the lower one is open.  

 Si = 0 the case where the upper switch is open and the lower one is closed. 
Under these conditions we can write the phase voltages Uao, Ubo and Uco as a function of the 
control signals Si: 

𝑈 =
  ,   𝑆 = 1

− , 𝑆 = 0
→ 𝑈 =   𝐾 ∗                                       (II.37) 

𝑈 =
  ,   𝑆 = 1

− ,   𝑆 = 0
→ 𝑈 =   𝐾 ∗                                       (II.38) 

𝑈 =
  ,   𝑆 = 1

− ,   𝑆 = 0
→ 𝑈 =   𝐾 ∗                                      (II.39) 

According to the definition of the equations Uao, Ubo and Uco, we have Ka, Kb and Kc presents 

the situation 1 or -1 depends on Si. The load is considered to be balanced, the result is:  

𝑈 + 𝑈 + 𝑈 = 0                                                             (II.40) 

𝑈 + 𝑈 = 𝑈
𝑈 + 𝑈 = 𝑈
𝑈 + 𝑈 = 𝑈

                                                                  (II.41) 

According to the sum of equations (II.41), we have 

(𝑈 + 𝑈 + 𝑈 ) + 3 𝑈 = 𝑈 + 𝑈 + 𝑈                                (II.42) 

Substituting equation (II.40) into equation (II.42) gives us: 

 𝑈 = −  (𝑈 + 𝑈 + 𝑈 )                                             (II.43) 
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Replacing equation (II.43) in equation (II.41) we obtain: 

⎩
⎪
⎨

⎪
⎧𝑈 =  𝑈 − 𝑈 − 𝑈    

𝑈 = −  𝑈 + 𝑈 − 𝑈

𝑈 = −  𝑈 − 𝑈 + 𝑈

                                         (II.44) 

Substituting equation (II.37), equation (II.38) and equation (II.39) in equation (II.44): 

⎩
⎪
⎨

⎪
⎧𝑈 =  𝐾𝑎 ∗ − 𝐾𝑏 ∗ − 𝐾𝑐 ∗    

𝑈 = − 𝐾𝑎 ∗ + 𝐾𝑏 ∗ − 𝐾𝑐 ∗

𝑈 = − 𝐾𝑎 ∗ − 𝐾𝑏 ∗ + 𝐾𝑐 ∗

                              (II.45) 

The different combinations of the three quantities (Ka, Kb, Kc) make it possible to generate eight 
voltage vectors, two of which correspond to the zero vector. With simple voltages as a function 
of control quantities: 

𝑈
𝑈
𝑈

=

⎣
⎢
⎢
⎢
⎡ − −

− −

− − ⎦
⎥
⎥
⎥
⎤ 𝐾𝑎

𝐾𝑏
𝐾𝑐

                                              (II.46) 

Thus, the model presented in equation (II.46) expresses the three-phase inverter as well as its 
simulation using MATLAB Simulink is presented as follows: 

 
Figure II.9 : Simulation of the three-phase voltage inverter 

II.6.2 Types of the PWM technique 

The Pulse Width Modulation (PWM) technique generates an output signal through a series of 
slots characterized by varying widths and amplitudes, mirroring the supply voltage. The 
selection of a specific strategy dictates how a triangular signal (known as the carrier) intersects 
with a reference signal, thereby governing the activation and deactivation sequences of switches. 
Various PWM strategies exist, among them are the following distinguished methods: 

 PWM with a single pulse:  
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In the simple PWM approach, the width of a single pulse determines the variation in voltage 
amplitude at the inverter's output every half-cycle. This method involves comparing a triangular 
carrier wave signal, having an amplitude of , with a reference signal of 𝐴. The control and output 
signals of a single-phase full-bridge inverter, utilizing basic PWM modulation, are depicted in 
Figures II.10 below. The fundamental frequency of the output voltage aligns with that of the 
reference signal. The pulse width δ can range from 0 to 180° by adjusting 𝐴r, which varies 
between 0 and 𝐴𝑃 . The control variable, often termed the "voltage adjustment coefficient (r)" 
of the output voltage, is defined by the relationship 𝐴r/ 𝐴𝑃. 

 

Figure II.10 : PWM with a single pulse 

 PWM with multiple pulses: 

With this method, multiple pulses are added to each half-wave of the output voltage, so reducing 
harmonics. The intersections of a triangular carrier signal and a reference signal yield the switch 
control pulses. The carrier frequency (fp) of the signal determines the number of pulses during 
the half-wave, while the frequency of the reference signal sets the output frequency (fr). The 
number of pulses per half cycle is determined by: 

𝑁 =
.

                                                                 (II.47) 
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Figure II.11: PWM with a multiple pulse 

 Sine-Triangle PWM control technique: 

The number of pulses sent back to the inverter switches increases through this method. 

Consequently, both the frequency and amplitude of the output voltage's fundamental component 

can vary. The PWM technique is employed to determine the timing for switching operations of 

the switches. This process entails identifying the intersections between three sinusoidal 

reference voltages (modulations) and a triangular carrier signal to establish the switching times. 

The fundamental principle of the triangular-sinusoidal control strategy involves comparing a 

high-frequency triangular signal (carrier) with the reference signal (modulator) to regulate each 

arm. The source of the reference signals is: 

Vref(t)=

⎩
⎨

⎧
𝑣 = 𝑣 . sin(2. 𝜋. 𝑓 )       

𝑣 = 𝑣 . sin (2. 𝜋. 𝑓 − )

𝑣 = 𝑣 . sin (2. 𝜋. 𝑓 + )

                                                 (II.48) 

The carrier equation over a period is given by: 

𝑉 (𝑡) =
𝑉 − 1   𝑖𝑓 𝑡 ∈ 0,

𝑉 3 −   𝑖𝑓 𝑡 ∈ , 𝑇
                                             (II.49) 

Where  𝑇 =  and 𝑓 = 𝑚 ∙ 𝑓 , with m the modulation index: equal to the ratio of the carrier 

frequency to the reference frequency. 
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The voltage adjustment coefficient (r) equal to the ratio of the amplitude of the reference voltage 
(Vm) to the peak value of the modulation wave (Vpm). The way this technique works is: 

 If Vref(t)>Vp(t) the upper transistor of the bridge arm conducts. 
 If Vref(t)<Vp(t) the lower transistor of the bridge arm conducts. 

The adjustment is made by the opening and closing times of the switches and by the operating 
sequences.  

 

Figure II.12 : Principle of the PWM control based on sinus triangular control strategy 

The PWM results show the classic signals of this method: 

 

Figure II.13 : The carrier and the modulator 
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 Hysteresis current control  

This type of comparator does not require prior process analysis. The choice of hysteresis band 

width determines the precision on the currents as well as the switching frequency. Figures. II.14 

represents the hysteresis comparator. 

⎩
⎪
⎨

⎪
⎧ Si : 𝐼 − 𝐼 <             , 𝑆𝑜:    𝐾 = 1   and   �̅� = 0

Si : 𝐼 − 𝐼 >               , So:  𝐾 = 0   and   �̅� = 1  

Si : 𝐼 − 𝐼 =               , So:  𝐾 = −1   and   �̅� = 0

                                      (II.50) 

 

Figure II.14 : Two-state comparator with electric current hysteresis 

Through the PWM technique, Figures. II.15 is a summarized functional diagram of the 
hysteresis current control. 

 

Figure II.15 : Functional diagram of hysteresis current control 

Figure II.16 illustrates the operational concept of a control unit employing this technique. 
Hysteresis state imposition is achieved by monitoring the disparity between the reference 
current and the actual current, referred to as the upper limit (δ) or lower limit (δ). Hysteresis 
control operates asynchronously, allowing for variable switching frequencies. However, in 
three-phase systems featuring an isolated neutral or delta connection, this method may introduce 
phase interference and filtering challenges. 
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Figure II.16 : Principle of current control by hysteresis 

 Space vector PWM (SVPWM) technique : When controlling three-phase voltage 
source inverters in power electronics applications, especially motor drives and 
renewable energy systems, one of the most widely utilized modulation techniques is 
Space Vector Pulse Width Modulation (SVPWM). Creating the right switching 
signals for the inverter is the aim of space vector PWM, which regulates the voltage 
provided to the three-phase load (such a motor). Listed below are space vector 
PWM's primary goals: 

 Improved Voltage Utilization: SVPWM seeks to provide the intended output 
voltage in the three-phase system by making the most use of the available DC bus 
voltage. Higher efficiency and improved power supply utilization are made possible 
by this. 

 Reduced Total Harmonic Distortion (THD): SVPWM is a modulation technique 
that is intended to yield output waveforms with a lower Total Harmonic Distortion 
than other methods. For many applications, this produces an output voltage that is 
cleaner and more sinusoidal. 

 Precise Voltage Control: Precise control over the output voltage magnitude and 
phase angle is possible with SVPWM. This is essential for applications like motor 
control, where precise and effective torque and speed control of the motor is needed. 

 Optimal Use of Inverter Switching States: The method ensures smooth and 
effective transitions between various voltage vectors by making the best use of the 
inverter's available switching states. This enhances overall performance and better 
utilizes the inverter's potential. 
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 Reduction of Common Mode Voltage: SVPWM contributes to the reduction of 
common mode voltage, which is critical for lowering motor bearing currents and 
guaranteeing the dependability of the associated machinery. 

 Dynamic Response: For applications requiring precise and quick control, SVPWM's 
quick and dynamic response to reference signal changes makes it a good choice. 
Through the inverter work, it is obvious that switching two switches on the same arm 
in the same period of time causes a short circuit, in order to avoid this situation, only 
one switch per arm must be switched per period of time. Hence, there are eight 
switching states for the switches T1 to T6. From V0 to V7, these eight vectors are 
programmed (Figures. II.17). The "SV" modulation technique involves progressively 
shifting the PWM switches from one state to the next. The three phases of the motor 
are supplied by the three outputs (a, b, and c) of the inverter, as shown in Figure. II.8, 
creating magnetic fields that are phase shifted by 120°. The magnetic field orientation 
for each of the eight states can then be shown. The voltage vectors V0 to V7 in table.1 
are then created from these states. 

Table II.1.Voltage vectors  V0 to V7 

Vector space S1 S2 S3 Vas Vbs Vcs 
V0 0 0 0 0 0 0 
V1 1 0 0 2

3
𝑉  −

1

3
𝑉  −

1

3
𝑉  

V2 1 1 0 1

3
𝑉  

1

3
𝑉  −

2

3
𝑉  

V3 0 1 0 −
1

3
𝑉  

2

3
𝑉  −

1

3
𝑉  

V4 0 1 1 −
2

3
𝑉  

1

3
𝑉  1

3
𝑉  

V5 0 0 1 −
1

3
𝑉  −

1

3
𝑉  2

3
𝑉  

V6 1 0 1 1

3
𝑉  −

2

3
𝑉  

1

3
𝑉  

V7 1 1 1 0 0 0 
 

Since there is no magnetic field created by the states S0 and S7, the vectors V0and V7 have zero 
length. The remaining vectors respect the following relationships and have a length of 1: 

⎩
⎪
⎨

⎪
⎧𝑉⃗ = −𝑉⃗              

𝑉⃗ = −𝑉⃗              
 

𝑉⃗ = −𝑉⃗              

𝑉⃗ + 𝑉⃗ + 𝑉⃗ = 0

                                                             (II.51) 

Figure II.17 illustrates the six active vectors alongside the two zero vectors. To generate 

sinusoidal voltages on phases A, B, and C, it's typically necessary to rotate the vector �⃗� 
throughout the entire hexagon. However, in the context of Space Vector Pulse Width 

Modulation (SVPWM), a vector �⃗� can be positioned within the hexagon by combining the two 

reference vectors that define the sector where �⃗� is located. Unlike conventional modulation 
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methods where 𝑉 must lie within the circle, SVPWM allows for vector placement inside the 
hexagon 

 

Figure II.17 : The seven positions of the space vector of the output voltage in the plane (α, β) 

Where; 𝑉 and �⃗�2 respectively components of vectors �⃗�  and 𝑉  they are generated by the 

respective application of vector  𝑉  and 𝑉  during fixed percentages of a period Ts. So by 
the definition of these percentages of Ts as: 

T1= Portion of the period Ts during which the vector 𝑉  is applied. 

T2= Portion of the period Ts during which the vector 𝑉  is applied. 

T0= Portion of the period Ts during which the vector �⃗�  or  𝑉  is applied. 
To optimize control and minimize the number of switch activations per component, which is a 
distinct advantage of Space Vector Pulse Width Modulation (SVPWM), each sector (1 to 6) 
dictates a specific sequence for the inverter switches' conduction. It's essential to ensure a single 
pulse centered within an interval that minimizes deviation from the reference circle defined by 
the succession of vectors Vi. This approach reduces non-linearity resulting from pulse shape and 
minimizes harmonic distortion rates. For efficient switching and to mitigate losses, it's 
preferable that the transition from one state to the next occurs with a single switch change, such 
as from 𝑉1(100) to 𝑉2(110) . This necessitates positioning the null state 111 after one of the states 
110, 101, or 011, and the null state 000 after one of the states 100, 001, or 010. Table 2 displays 
two possible combinations for pulse centering when the control vector is located in sectors 1 to 
6, respectively. 

Table II.2. SVPWM control signals depending on sectors 

1sr Sector 

0≤φ ≤π/3 

Switch Times 
T0/2 T1 T2 T0/2 T0/2 T2 T1 T0/2 

V0 V1 V2 V7 V7 V2 V1 V0 

S1 T1+ T2+ T0/2         

S2 T2+ T0/2         

S3 T0/2         

2nd Sector 

π/3≤φ ≤2π/3 
Switch Times 

T0/2 T2 T1 T0/2 T0/2 T1 T2 T0/2 

V0 V3 V2 V7 V7 V2 V3 V0 
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S1 T1+ T0/2         

S2 T2+ T1+ T0/2         

S3 T0/2         

3rd Sector 

2π/3≤φ ≤π 

Switch Times 
T0/2 T1 T2 T0/2 T0/2 T2 T1 T0/2 

V0 V3 V4 V7 V7 V4 V3 V0 

S1 T0/2         

S2 T2+ T1+ T0/2         

S3 T2+ T0/2         

4th Sector 

π≤φ ≤4π/3 

Switch Times 
T0/2 T2 T1 T0/2 T0/2 T1 T2 T0/2 

V0 V5 V4 V7 V7 V4 V5 V0 

S1 T0/2         

S2 T1+ T0/2         

S3 T2+ T1+ T0/2         

5th Sector 

4π/3≤φ ≤5π/3 

Switch Times 
T0/2 T1 T2 T0/2 T0/2 T2 T1 T0/2 

V0 V5 V6 V7 V7 V6 V5 V0 

S1 T2+ T0/2         

S2 T0/2         

S3 T2+ T1+ T0/2         

6th Sector 

5π/3≤φ ≤2π 

Switch Times  
T0/2 T2 T1 T0/2 T0/2 T1 T2 T0/2 

V0 V1 V6 V7 V7 V6 V1 V0 

S1 T2+ T1+ T0/2         

S2 T0/2         

S3 T1+ T0/2         

The amplitude and phase shift of the reference voltage in α-β frame are presented as follows: 

𝑉 = (𝑉 ) + (𝑉 )

𝜑 = atan                 

                                                                (II.52) 

 

Figure II.18 : Application time of vectors V1 and V2 for sector 1 
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Depending on the Figures. II.18, we can identify V1
’, V2

’ and their duration as follows: 

𝑉′ = 𝜏 𝑉 = 𝑉 → 𝑇 = 𝑇  

𝑉′ = 𝜏 𝑉 = 𝑉 → 𝑇 = 𝑇
                                                (II.53) 

According to Figures. II.12, the law of sines tells us that: 

 ( )
=

 ( )
=

 ( )
                                                     (II.54) 

For  𝜑 <   , V1
’, V2

’ have been estimated as follow: 

𝑉′ =
 ( )

 ( )
𝑉 → 𝑉′ =

√
𝑉 sin ( − 𝜑)

𝑉′ = 𝑉 → 𝑉′ =
√

𝑉 sin(𝜑)             
                               (II.55) 

Replaces equation (II.55) in equation (II.53) to have the application time for the first sector 

𝑇 =
√

𝑉  sin ( − 𝜑)                        

𝑇 =
√

𝑉  sin (𝜑)                              
                             (II.56) 

For the section number K, the equation (II.56) becomes as follows: 

𝑇 =
√

𝑉  sin (
.

− 𝜑)                  

𝑇 =
√

𝑉  sin (𝜑 −
( ).

)            
                              (II.57) 

 

Where; 𝑇 = 𝑇 − 𝑇 −𝑇  

II.7 Simulation of the PMSM based on the open loop 

In order to give a very simple example of a PMSM power by a healthy three phase voltages 
system, MATLAB Simulink has been used, where the PMSM model based on the transfer 
function mentioned above has been simulated. The inputs are three phases’ voltages; they have 
been given through three sine waves, each of which is shifted to 2π/3. They are distinguishable 
by having the same amplitude (300 v) and frequency (50 Hz). Using the Clark and Park matrixes, 
the α-β frame and d-q frame of the current and the voltages have been given, as shown in 
Figures. II.19, Figures. II.22-b, and Figures. II.22-c respectively. About the three phases of the 
current, they have been given using inverse Park transformation, as shown in Figures. II.22-c. 
The mechanical equations of the PMSM, shown in equation (II.6), were used to find the 
mechanical speed, the electrical speed, and the electromagnetic torque as shown the Figures. 
II.20 and Figures. II.21 respectively. The PMSM was operated in the no load state, with Tl = 0 
N.m. Through these results, the PMSM suffers from initial overshoots, big chattering and a slow 
response time. The motor parameters that used in the simulation are represented in the table.3. 
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Table II.3. Parameters of PMSM [81] 

R =0.6 ohm L  =1.4e-3 h L =2.8e-3 h 𝜔=314 rad/s 

F =0.0014  M.m.s-1 𝜓  =0.12 Wb j =0.0011 kg.m2 p = 4 

(a) 

(b) 
Figure II.19 : The voltages of the PMSM in the open loop; (a): d-q frame, (b): α-β frame 

 
Figure II.20 : The Speeds of the PMSM in the open loop 

 
Figure II.21 : The Torques of the PMSM in the open loop 
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(a) 

(b) 

(c) 
Figure II.22 : The currents of the PMSM in the open loop; (a): a,b,c frame, (b): d-q frame, α-β frame 

II.8 Conclusion 

This chapter presents the modeling of the Permanent Magnet Synchronous Motor (PMSM) and 
the inverter, along with a detailed exposition of the mathematical equations involved. Initially, 
traditional equations in the ABC frame reference for the machine are introduced, followed by 
the utilization of coordinate transformation techniques (Clark and Park) to transition to the α-β 
and d-q frame references. Additionally, various modeling approaches for the PMSM are 
explored, including the transfer function method, state-space method, and nonlinear method. 
The modeling of the three-phase, two-level voltage inverter is also addressed, alongside an in-
depth explanation of its control methods based on Pulse Width Modulation (PWM). Finally, the 
validity of the PMSM model is verified using MATLAB Simulink." 
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III.1 Introduction 

Although PMSMs are widely used in many various areas such as electric vehicles, aerospace, 

numerical control systems, and wind power generation due to their high efficiency, high power 

factor, fast response, wide speed range, and good accuracy, they are a non-linear model, strongly 

coupled, and multivariable. Therefore, control techniques are applied to them in order to improve 

their performance as well as stabilize them. To create the right control for the machine, a thorough 

model analysis must be done before any controls are applied. Once the system model has been 

determined, the control design is regarded as a crucial phase that helps comprehend how the 

control can be used. Understanding the last one makes it easier to test the closed loop system-

based control as a simulation and makes it more transparent. A motor typically receives electric 

power as input. The three electric variables are frequency, current, and tension. The motor's 

energy is provided by the grid, which controls its speed and torque. It needs to be fed the motor 

when we operate the inverter using his control. The function of the inverter is to convert the 

estimation signal into the reel signal. Mostly, the PMSM is modelled into two loops: the speed 

loop and the current loop. Furthermore, stability and controllability are important before applying 

the controls, where stability can be demonstrated using different methods such as Nyquist plots, 

Bode diagrams, pole-zero maps, etc. The controllability can be demonstrated using Kalman's 

theorem. PMSM control design methodologies can be broadly categorized into two types: vector 

control and scalar control. Although scalar control is simple to use and produces a response that 

is largely steady-state, it has slower dynamics. Therefore, the closed-loop vector control strategy 

is typically selected in order to realize a greater precision as well as good dynamic and steady-

steady response. With both conventional and advanced techniques included, the vector control is 

the largest control group. Conventional techniques, such as field oriented control (FOC) and 

direct torque control (DTC). Nonlinear, optimal, adaptive, and intelligent techniques comprise 

the category of advanced techniques.  The goal, characteristics, and control design of each 

technique vary; while some can be used directly to a nonlinear model, others require the use of a 

linearization or decoupling strategies. PMSM frequently employ nonlinear approaches, such as 

feedback linearization control (FBLC), sliding mode control (SMC), backstepping (BSC), and 

passivity-based control (PBC). Model predictive control (MPC), linear quadratic regulator 

control (LQR), and other methods are considered the best forms of control. In terms of adaptive 

control, direct, indirect, and matching commands are categorized using the Model Reference 

Adaptive Control (MRAC). Artificial neural networks (ANNC), genetic algorithms (GAC), 

fuzzy logic (FLC), and other intelligence techniques have been developed recently with the goal 

of enhancing data-based systems or the previously stated methodologies. In addition to studying 

control design and proving the controllability and stability of the PMSM system, applications of 

traditional vector control based on both FOC and DTC for the PMSM are also discussed in this 

chapter. Moreover, the PMSM based on the controls mentioned above has been validated using 

MATLAB Simulink. 
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III.2 Design of the PMSM drive 

The control design is a crucial step following the identification of the system model. This stage 

plays a significant role in understanding how to implement control effectively. By grasping the 

fundamentals of control theory, the closed-loop system-based control becomes clearer and more 

easily validated through simulation. This process is exemplified in the context of the Permanent 

Magnet Synchronous Motor (PMSM) drive. Characterizing the machine using a d-q rotor 

reference frame results in considerably simpler equations for PMSM control design. This 

simplification expedites the numerical calculations necessary for computational simulations. 

Additionally, during steady-state operation, the generated variables remain constant, which 

further streamlines the control system's design and facilitates additional computations. The most 

prevalent and widely utilized model in the literature is the d-q frame-based model within the rotor 

reference frame. This model assumes a cage-free rotor, sinusoidal back-EMF, insignificant 

saturation, and negligible eddy current and hysteresis losses. Typically, the motor is powered by 

electric energy from the grid, characterized by three electrical variables: voltage, current, and 

frequency. The motor converts this electrical energy into mechanical energy, manifesting as 

speed and torque. When controlling the motor, it must be supplied with power through an inverter 

along with its control mechanism. The primary function of an inverter in the context of motor 

control is to convert DC (Direct Current) input into AC (Alternating Current) output, which is 

required for the operation of AC motors like the Permanent Magnet Synchronous Motor 

(PMSM). This transformation enables the motor to receive the appropriate electrical signals 

necessary for generating motion. Therefore, the inverter facilitates the conversion of input signals 

into real signals suitable for driving the motor. 

III.2.1 Identification of the PMSM’s loops 

A nonlinearity feature for the electromagnetic torque, multi-state variable, and external 

disturbances created in the d-q axis, or what is called back EMF, along with hysteresis loss and 

eddy current, are what define the PMSM; magnetic circuit saturation is not taken into 

consideration. The PMSM closed loop can be split into two loops using these characteristics as 

well as the PMSM model that is described in the second chapter. Speed loop are the first one, 

and current loops are the second. Depending on the different methods for modeling the PMSM 

mentioned in the second chapter, decoupling, linearization, or nonlinear are strategies for 

applying the control techniques approaches for the PMSM. This means each control has 

characteristics that depend on one of these strategies. Through what was mentioned above, we’ll 

explain the PMSM loops as follows [57]: 

 Speed loop of the PMSM: 

During the control technique application on the PMSM, the speed loop either take one or two 

state variables. If the one state variable, the speed loop will be single-input single-output (SISO). 

But if the two state variables, the speed loop become is single-input multi-output (SIMO), where 

the state variables rotor position and the speed. The SISO and SIMO also are called full state 
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model, this mean the output is designed by the state variables mentioned above. As for the input 

is designed by the electromagnetic torque. The speed is captured by a sensor; while the last one 

is dispensed during one of the observation technique application on the PMSM. In control 

systems, particularly when dealing with motor control, load torque can be considered an external 

disturbance to the system. Load torque refers to the torque opposing the motor's motion, typically 

arising from the load the motor is driving. The uncertainties in load torque can indeed stem from 

variations in the moment of inertia and friction constant of the rotor. Moment of inertia refers to 

the resistance of an object to changes in its rotational motion, and the friction constant relates to 

the frictional forces acting against the motion. Variations in these parameters can result in 

uncertainties in the load torque, impacting the motor's performance and necessitating appropriate 

control strategies to mitigate their effects. Figure. III.1 represents the speed loop design based 

PMSM drive. 

 
Figure III.1 Design of the speed loop of the PMSM control based on SISO 

 Current loop of the PMSM: 

Through the current loop, the law of control for the PMSM system can be designed. This loop is 

characterized by multi-input multi output (MIMO) as well as identified by full state model due 

to it has two state variables are the direct and quadratic currents. The outputs of this loop are the 

same of states variables and the inputs are the direct and quadratic voltages. Its disturbances are 

the back EMF and the uncertainties are the resistances and inductances of the direct and quadratic 

axes. In order to apply the control technique on the PMSM, one of the strategy mentioned in the 

speed loop section should be used. Figure. III.2 is represented more detailed about the current 

loop design for the PMSM. 
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Figure III.2 Design of the current loop of the PMSM control based on MIMO 

Where, 휀Ω, 휀d and 휀q are the speed, direct and quadratic errors respectively. 

III.2.2 Classification of the PMSM control 

The control design approaches for PMSMs can be broadly classified into scalar and vector 

control. Scalar control is easy to implement and provide a relatively steady-state response but it 

pose the problem of slower dynamics. Therefore, in order to realize a higher accuracy and good 

dynamic and steady-steady response, closed-loop vector control approach is usually preferred. 

The vector control is the largest control group, which includes the conventional and advanced 

techniques. The conventional techniques is dependent on PID or hysteresis regulators such as 

field oriented control (FOC) and direct torque control (DTC) respectively. The advanced 

techniques are divided into the nonlinear, optimal, adaptive and intelligent techniques.  They are 

differ by purpose, characteristics and control design, where some technique can apply directly 

on the nonlinear model, other one need to the linearization or decoupling strategy. The nonlinear 

techniques are commonly used in the electric drive, from this type are sliding mode control 

(SMC), backstepping (BSC), Passivity-based control (PBC) and feedback linearization control 

(FBLC). While the optimal control are the model predictive control (MPC), Linear quadratic 

regulator control (LQR) and others. As the adaptive control like the model reference adaptive 

control (MRAC) which classified among direct, indirect and matching command. Recently, the 

different intelligences techniques like fuzzy logic (FLC), artificial neural network (ANNC), 

genetic algorithms (GAC) and others are built in order to improve the mentioned above 

techniques or improve the data-based system [91-93]. Figure. III.3 is summarized the control 

classifications for the PMSM drive. 
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Figure III.3 Design of the PMSM control based on MIMO 

III.3 Study the stability of the PMSM system  

In order to investigate whether the PMSM plant is stable, a pole-zero map technique has been 

conducted using the MATLAB program. In this context, the speed, direct, and quadratic axes 

have been identified as separate subsystems, and stability has been demonstrated using the 

technique mentioned above, where Figure. III.4 shows that the poles are situated on the negative 

side of the map as well as that their absolute values are large.  

 (a)  

 (b)  
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 (c)  

Figure III.4 Stability results of the PMSM plant using pole-zero map technique; (a): direct axis, (b): quadratic 

axis, (c) speed loop 

Using the second method for PMSM modeling mentioned in equation (II.33), the code that was 

built to check out the stability of the machine loops is presented as follows: 

%%%%%%% PMSM paramaters %%%%%%%%%%%%%%%%%%%%% 
fs=1000; 
ts=1/fs 
r=0.6; 
J=0.0011; 
F=0.0014; 
p=4; 
Ld=1.4e-3; 
Lq=2.8e-3; 
flux=0.12; 
%%%%%%% Direct axes subsystems %%%%%%%%%%%%%% 
num1=[1]; 
den1=[Ld r]; 
H1= tf(num1,den1); 
%%%%%%% Quadratic axes subsystems %%%%%%%%%%% 
num2=[1]; 
den2=[Lq r]; 
H2= tf(num2,den2); 
%%%%%%% Speed subsystems %%%%%%%%%%%%%%%%%%%% 
num3=[1]; 
den3=[J F] 
H3= tf(num3,den3); 
%%%%%%%%%% Pole-zero map code %%%%%%%%%%%%%%% 
pzmap(H1) 
axis equal 
sgrid 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

III.4 Study the controllability of the PMSM system 

Controllability analysis is indeed a crucial step before applying control techniques, especially in 

systems represented by state-space models like the Permanent Magnet Synchronous Motor 

(PMSM) system. In the context of state-space models, controllability refers to the ability to drive 

the system from any initial state to any desired state within a finite time using control inputs. 

Kalman's controllability theorem that described in the equation (III.1) provides a criterion for 
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assessing the controllability of a linear time-invariant system. It states that if the rank of the 

controllability matrix equals the order of the system, then the system is controllable. The 

controllability matrix is typically formed by the controllability matrix for a single-input system, 

extended to multi-input systems. Therefore, by checking whether the rank of the controllability 

matrix equals the order of the system (i.e., the number of states in the system), one can determine 

whether the state-space model-based system is controllable. If they are equal, it indicates that the 

system can be controlled effectively using appropriate control inputs [94]. 

𝑃𝑐 = [𝐵 𝐴𝐵⋯𝐴𝑛−1𝐵𝑛]                                                       (III.1) 

Depending on equation (II.31), it has been identified as having three variable states: speed, direct 

and quadratic current. Through this design, the system will be classified into the third-order. 

Consequently, the controllability matrix will become as follows: 

𝑃𝑐 = [𝐵 𝐴𝐵 𝐴2𝐵]                                                               (III.2) 

𝑃𝑐 =

[
 
 
 
 
 
1

𝐿𝑑
0 0

0
1

𝐿𝑞
0

0 0
𝑝

𝑗

−
𝑅𝑠

𝐿𝑑
2 0 0

0 −
𝑅𝑠

𝐿𝑞
2 0

0 0 −
𝑝.𝐹

𝑗2

𝑅𝑠
2

𝐿𝑑
3 0 0

0
𝑅𝑠
2

𝐿𝑞
3 0

0 0
𝑝𝐹2

𝑗3 ]
 
 
 
 
 

                              (III.3) 

The rank of 𝑃𝑐 {r (Pc) =3} is always three (3) which is the same as the system’s order, so the 

PMSM system presented in equation (II-31) is always controllable. 

III.5 Design of the conventional vector control based on FOC 

The industry standard control technique that is most frequently employed is called field-oriented 

control, or FOC.  Despite the progress made in theoretical modeling of induction motors, the 

earlier description of variable speed control for AC motors persisted until the late 1960s, when 

Blaschke and Hasse presented the notion of Field Oriented Control (FOC), a conventional vector 

control technique. Generally, the foundation of FOC is the conversion of three-phase quantities 

(represented by the abc reference frame) into a two-phase time invariant system (represented by 

the d-q reference frame). This process enables the separation of stator current into two 

components: the torque component (aligned with the quadrature axis coordinate) and the flux 

component (aligned with the 𝑑 coordinate or direct axis coordinate). An AC machines that is 

controlled similarly to a DC motor is made possible by this decomposing stator current. 

Relatively, FOC ensures precise and effective motor control both in steady state and intermittent 

operation. Deeper penetration of AC drives into industrial applications was made possible by the 

introduction of FOC, advancements in semiconductor devices, and the development of strong 

and effective digital controllers. For the power range of a few hundred Watts to a few thousand 

Watts, variable speed operation. Originally designed to regulate induction machines, the FOC is 

currently the most widely used control method in PMSM drives. The FOC control structure 

consists of two control loops: the inner current control loop and the outer speed or position control 

loop. In FOC, the torque of the motor is regulated by changing the stator current vector. The 
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torque demand for the inner current control loop is provided by the outer control loop changing 

the speed, and the torque of the motor is managed by regulating the stator current vector. A 

PMSM's FOC depends on precise sensor-derived information about the reference rotor position 

or speed. It can be seen that once the rotor position is known, finding the torque becomes fairly 

easier, as explained and mentioned in the preceding set of equations as the torque expression 

depends on the synchronous axis currents, inductances, and permanent magnet flux linkage 

values. It follows that the torque control is enabled by appropriate current control through the use 

of a synchronous frame component. .Furthermore, the machine's dynamics become much simpler 

than in a fixed frame, where parameters change sinusoidal in response to rotor position. 

Additionally, since Park's transformation makes transposition to the frequency domain possible, 

this can be analyzed. In a synchronous reference frame, signals with rotating frequencies in a 

stationary reference frame can be moved to zero frequencies [95-97]. 

III.5.1 The overview objective of the FOC  

By regulating the three-phase current, field-oriented control, or FOC, seeks to ensure that the 

rotor is perpendicular to the stator's magnetic field. Using three phases, this is accomplished by 

first measuring the rotor's position and then generating a three-phase current to create a field in 

the intended direction. In order to do this, the three phases are transformed into the d-q frame 

using Clarke and Park transforms, where d is orthogonal to q and contributes no torque, and q is 

the desired direction that delivers the largest torque contribution. This change of frame defines 

the sum of the three-phase magnetic field in the two dimensions d and q that spin with the rotor 

and is accomplished with the aid of the Clarke and Park transforms as well as the angle 𝜗𝑑𝑞 (the 

direction of the permanent magnet). In this manner, the desired torque can be achieved by 

controlling the q-vector and setting the d-vector to zero. There is no force contribution from the 

d-vector since it induces a magnetic field in the same direction as the permanent magnetic field. 

The q-vector, in contrast, creates a magnetic field where the torque contribution is greatest and 

most beneficial. By using this technology, a magnetic flux that is constantly perfectly chasing 

the permanent magnets by 90 degrees controls the motor [98] 

III.5.2 Speed loop of the PMSM based on the FOC 

The FOC is considered one of the first traditional vector controllers that has been successfully 

applied to linear plants because it depends on the PI regulator. Because the torque expression is 

characterized as a nonlinear model, the physical explanation for the field-oriented control 

objective on the PMSM is to arrive at a model equivalent to that of a DC machine (a decoupled 

linear model). One such model consists of maintaining the component id equal to zero, as shown 

in Figure. III.5. Where Kf is a constant, p is the number of rotor permanent magnet pole pairs, 

and ia and if are respectively the induced and the inductor current of the DC motor, respectively 

[92]. 
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Figure III.5 Equivalence between decoupled DC motor and PMSMO 

Following the torque expression's linearization in equation (II.26), the simplified dynamics are 

as follows: 

𝑇𝑒 = (3.
𝑝

2
)𝜓𝑓 . 𝑖𝑞

∗
                                                                           (III.4) 

Depending on the torque expression mentioned above, the dynamic equation of the PMSM 

presented in equation (II.5), become as follows: 

𝑗.
𝑑Ω

𝑑𝑡
= (3.

𝑝

2
)𝜓𝑓 . 𝑖𝑞

∗ − 𝑇𝑙 −  𝐹Ω                                                              (III.5) 

Using Laplace transfer: 

Ω(𝑠)

𝑇𝑒(𝑠)−𝑇𝑙(𝑠)
=

1

𝐹+𝑗.𝑠
                                                                           (III.6) 

According to equation (III.5) and equation (III.6) respectively, the speed loop could be described 

as follows: 

 

Figure III.6 Description of speed loop linearization 

The speed’s closed loop based on the PI regulator can be obtained as follows: 

 

Figure III.7 Design of the closed loop speed regulation 

Where the kp-Ω and ki-Ω are proportional and integral coefficients of the speed respectively. 

In order to simplification, the transmittance of the PI regulator used can be expressed as follows: 

 𝑘𝑝−Ω +
𝑘i−Ω

𝑠
=

𝑘i−Ω

𝑠
(1 + 𝜏𝑠)                                                                   (III.7) 
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Where τ is the filter's time constant, and it is estimated to  𝜏 =
𝑘𝑝−Ω

𝑘i−Ω
.  

Additionally, as Figure. III.7 illustrates, a filter can be added to the speed control loop to reduce 

overshoot. This speed regulation loop's closed loop transfer function TFCL(s) was computed as 

follows: 

TFCL(s) =
Ω(𝑠)

Ω(𝑠)∗
=

1+𝜏𝑠
𝑗

𝑘𝑖−Ω
𝑠2+(𝜏+𝑘𝑖−Ω)𝑠+𝑘𝑖−Ω

                                                      (III.8) 

Since the transfer function has second-order properties (𝜏 =
2𝜉

𝜔0
  ), as can be seen, Equation (III.-

9 provides the proportional (𝑘p−Ω) and integral (𝑘i−Ω) benefits. 

{
𝑘i−Ω =

4.𝑗

𝜏2
           

𝑘p−Ω = 𝑘i−Ω. 𝑇𝑞
                                                              (III.9) 

Where, 𝜉 is the damping coefficient and 𝜔0 is the pulsating frequency in rad/s. 

III.5.3 Current loop of the PMSM based on the FOC 

In order to apply this control to the PMSM current loop, it should build a closed loop based on a 

PI regulator and use the decoupling and compensating techniques to detect the linear plant. In 

the event that the voltage supply decouples, terms of compensation must be established since the 

stator equations exhibit coupling between the quadratic and direct axes. The aforementioned axes 

are compensated in order to decouple, and the stator equations contain the following definitions 

of "disturbances," which are defined as currents from the opposite axis. These disturbances 

represent as the back EFM in equation (II.27) [57]. Depending on the decoupling method, 

equation (II.25) becomes as follows: 

{
𝑣𝑑−𝐸𝑑 = 𝑅𝑠. 𝑖𝑑 + 𝐿𝑑 .

𝑑𝑖𝑑

𝑑𝑡
       

𝑣𝑞−𝐸𝑞 = 𝑅𝑠. 𝑖𝑞 + 𝐿𝑞 .
𝑑𝑖𝑞

𝑑𝑡
       

                                                   (III.10) 

Using Laplace transfer: 

{

𝑖𝑑(𝑠)

𝑣𝑑(𝑠)−𝐸𝑑(𝑠)
=

1

𝑅𝑠+𝐿𝑑.𝑠
       

𝑖𝑞(𝑠)

𝑣𝑞(𝑠)−𝐸𝑞(𝑠)
=

1

𝑅𝑠+𝐿𝑞.𝑠
       

                                                            (III.11) 

According to equation (III.10) and equation (III.11) respectively, the coupling design could be 

described as follows: 

 
Figure III.8 Description of current loop coupling 
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In the closed loop, the disturbances of equation (II.25) replaced the cross-coupling between the 

currents of the two accesses. Based in this, the applied voltages, which are generally generated 

by the voltage source inverter “VSI”, can be selected as follows: 

{
𝑣𝑑

∗ = 𝑢𝑑 + 𝐸𝑑        
𝑣𝑞

∗ = 𝑢𝑞 + 𝐸𝑞        
                                                              (III.12) 

Where the 𝑢𝑑 and 𝑢𝑞 are linear model of PMSM “LPMSM”, and designed as follow: 

{
𝑢𝑑 = 𝑅𝑠. 𝑖𝑑 + 𝐿𝑑 .

𝑑𝑖𝑑

𝑑𝑡
      

𝑢𝑞 = 𝑅𝑠. 𝑖𝑞 + 𝐿𝑞 .
𝑑𝑖𝑞

𝑑𝑡
      

                                                         (III.13) 

Finally, PMSM can be obtained by FOC based PI regulator for the PMSM’s current loop: 

{
𝑢𝑑 = 𝑘𝑝−𝑑 . 휀𝑑 +

𝑘𝑖−𝑑

𝑆
. 휀𝑑       

𝑢𝑞 = 𝑘𝑝−𝑞 . 휀𝑞 +
𝑘𝑖−𝑞

𝑆
. 휀𝑞      

                                                   (III.14) 

 
Figure III.9 Decoupling control based on the PI regulators 

The PI gains can be computed as follows, depending on the closed loop and first-order stability 

conditions for the system: 

[𝑘𝑝_𝑑 𝑘𝑝−𝑞 𝑘𝑖−𝑑 𝑘𝑖−𝑞] = 𝑅𝑠. [1
𝑅𝑠

𝐿𝑑
1

𝑅𝑠

𝐿𝑞
]                                      (III.15) 

Where the kp-d and kp-q are proportional coefficients of the direct and quadratic axis respectively, 

and the ki-d and ki-q are the integral coefficients of the direct and quadratic axis respectively. 

Finally, the decoupling by compensation to the PMSM’s current is designed as follows: 
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Figure III.10 PMSM Model based on FOC 

III.5.4 Description of the overall structure (PMSM drive based on FOC) 

The vector control based on the field-oriented control (FOC) for the three phases of the PMSM 

utilizing the frame (d-q) is depicted in Figure III.10, along with the PMSM model based on the 

transfer function method and the control based on the decoupling strategy. The speed regulator's 

output serves as the reference quadratic current 𝑖𝑞
∗ , while the reference direct current is fixed at 

𝑖𝑑
∗=0. They are compared separately with the actual PMSM currents 𝑖𝑑 and 𝑖𝑞. The resulting 

errors between the reference and actuals currents mentioned above are modified by the classical 

PI regulator. A decoupling block generates the reference voltages 𝑣𝑑
∗ and 𝑣𝑞

∗. The reference 

quadratic current is limited to the maximum current. When the current regulation outputs 𝑖𝑑 and 

𝑖𝑞 cross the mark (a, b, c), they act as voltage references (𝑣𝑎, 𝑣𝑏, 𝑣𝑐) that controlled the PWM 

inverter. 

 

Figure III.11 Scheme of the general structure to the PMSM drive based on the FOC 
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III.6 Design of the conventional vector control based on the DTC 

Early in the 1990s, scientists began looking into different methods of motor control that would 

be easier to apply and have quicker reaction times. In 1992, Takahashi and Noguchi, two 

European researchers, introduced the idea of Direct Torque Control (DTC) for induction motors. 

Due to the fact that the torque and flux were directly controlled without the need for a coordinate 

transformation, this represented a change from conventional vector control methods (FOC).The 

origins of DTC can be found in the late 20th century, when engineers and researchers started 

looking into different control schemes to enhance the efficiency of electric motor drives. The 

development of control techniques and the efforts of numerous researchers can be linked to the 

particular history of DTC. Depenbrock presented the first thorough work on DTC for induction 

motors in 1994. The fundamentals of DTC were presented in this study, with a focus on how it 

can deliver high-performance torque and flux control without requiring intricate mathematical 

calculations. Researchers and engineers concentrated on improving DTC algorithms and tackling 

issues like torque and flux ripple in the late 1990s and early 2000s. In the ensuing years, DTC 

kept developing and found use in a wider range of AC motors, including synchronous motors. In 

industrial applications where accurate control of motor torque and speed is crucial, direct torque 

control is now commonly used. It is now a common practice in variable frequency drives, or 

VFDs, and is essential to the effectiveness and functionality of electric motor systems. Research 

is still being done to improve DTC even further and modify it to fit new developments in electric 

drive technology [99,100, 106-108]. 

III.6.1 The overview objective of the DTC 

Direct torque control of alternating current machines is based on the “direct” determination of 

the control sequence applied to the switches of a voltage inverter. This choice is generally based 

on the use of hysteresis regulators, whose function is to control the state of the system, namely 

the amplitude of the stator flux and the electromagnetic torque. This type of control is classified 

in the category of amplitude controls, as opposed to the more traditional duration control laws, 

which are based on an adjustment of the average value of the voltage vector by pulse width 

modulation (PWM). Originally, DTC commands were strongly based on the “physical sense” 

and on a relatively empirical approach to the variation of states (torque, flux) over a very short 

time interval (interval between two switchings). This reasoning has been clearly refined and is 

now based on increasingly solid mathematical foundations [101-103]. 

III.6.2 General characteristics of the DTC  

Through the overview objectives of the DTC mentioned above, the general characteristics of the 

DTC can be classified as follow [104, 105]: 

  Direct control of torque and flux, from the selection of the optimal switching vectors of 

the inverter; 

 Indirect control of the currents and voltages of the machine stator; 
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 Obtaining stator fluxes and currents close to sinusoidal shapes; 

 The existence of torque oscillations which depends, among other factors, on the 

bandwidth of the hysteresis regulators; 

 The switching frequency of the inverter depends on the amplitude of the hysteresis bands. 

III.6.3 Steps for utilizing DTC on the PMSM 

Depending on the objective of the DTC, the PMSM drive should follow several interconnected 

steps in order to reach the control law based on the DTC. These steps can be summarized as 

follows:  

 Description of the flux and torque controls; 

 Identified the voltage vectors; 

 Estimation of flux and couple; 

 Design of the DTC adjustments; 

 Elaboration of the switching table;                                     

A. Description of the flux and torque controls 

The machine's vector model highlights the dynamic torque control conditions of the PMSM 

system. We shall use the machine's vector expressions for this. We will then situate ourselves 

within the α-β frame of reference. Additionally, we will use the following notation to make 

expressing the quantities represented in the frame of reference simpler: Xs= Xαβ. Moreover, this 

step aims to describe the electromagnetic and flux control using the voltages of the PMSM, which 

are written as follows [106]. 

�̅�𝑠 = 𝑅𝑠𝐼�̅� +
𝑑�̅�𝑠

𝑑𝑡
                                                                    (III.16) 

 Flux vector control 

Through equation (III.16), the expression of the flux become as follows : 

�̅�𝑠 = �̅�𝑠0 + ∫ (�̅�𝑠 − 𝑅𝑠𝐼�̅�)𝑑𝑡
𝑡

0
                                                  (III.17) 

Where: �̅�𝑠0 is the flux vector at time t = 0. 

The term 𝑅𝑠𝐼�̅� will be regarded as negligible in this study when compared to the voltage vector 

�̅�𝑠, which is confirmed when the rotation speed is high enough. Using the preceding equation, 

we obtain: 

Δ�̅�𝑠 = 𝑇. �̅�𝑠                                                                (III.18) 

Figure. III.12 shows that the end of vector �̅�𝑠 moves on a straight line whose direction is indicated 

by �̅�𝑠 across the time span [0, T]. 
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Figure III.12 Evolution of the extremity of �̅�𝑠 s for 𝑅𝑠𝐼�̅� negligible 

To guide the endpoint of the �̅�𝑠 vector along a desired trajectory, we carefully select a sequence 

of the �̅�𝑠 vector over successive time intervals of duration T. This ensures a nearly constant 

modulus of the flux 𝜙s. When the period T is significantly shorter than the rotation period of the 

flux Ts, achieving this goal merely requires guiding the endpoints of 𝜙s in an essentially circular 

trajectory. Due to the synchronous rotation of permanent magnets with the rotor, the stator flux 

undergoes variations even without a voltage vector. Hence, it's advisable to refrain from utilizing 

zero voltage vectors to regulate the stator flux of PMSMs. Essentially, there must be continuous 

movement between the stator and rotor fluxes. A three-phase voltage inverter generates the 

voltage vector �̅�𝑠. This vector, defined as the combination of simple voltages, is controlled by 

three Boolean values (Sj, where j=a, b, c) that theoretically represent the state of the inverter's 

switches. 

�̅�𝑠 = 𝑣𝛼 + 𝑗𝑣𝛽 = √
2

3
𝑉𝑑𝑐(𝑆𝑎 + 𝑆𝑏𝑒

𝑗
2𝜋

3 + 𝑆𝑐𝑒
𝑗
4𝜋

3 )                                             (III.19) 

In Figure III.13, we illustrate the three potential orientations of the flux vector �̅�𝑠. Thus, it is 

evident that the displacement of the flux's extremities and amplitude maintain their values when 

the applied voltage is perpendicular to the flux direction. Conversely, we observe a slowing (or 

acceleration) of the flux's end movement and a decrease (or increase) in its amplitude when �̅�𝑠 is 

offset from perpendicular to the flux vector. 

 

Figure III.13 Behavior of the flux for different voltage vectors 

 Electromagnetic torque control: 

The vector product of the stator and rotor flux vectors determines the electromagnetic torque in 

the following way [111]: 

𝑇𝑒 = 𝑘(�̅�𝑠 × 𝜑
′̅̅ ̅
𝑟
) = 𝑘‖�̅�𝑠‖. ‖𝜑

′̅̅ ̅
𝑟
‖. sin(𝛿)                                                       (III.20) 
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Where, 𝑘 =
𝑝

𝐿𝑞
 

With; �̅�𝑠 is the stator flux vector; 𝜑′̅̅ ̅
𝑟
 is the rotor flux vector brought back to the stator and 𝛿 is 

the angle between the stator and rotor flux vectors. 

Through the equation (III.16), the torque is determined by the relative positions and amplitudes 

of the two vectors, �̅�𝑠 and 𝜑′̅̅ ̅
𝑟
. Achieving complete control over the flux �̅�𝑠 (from �̅�𝑠 ) in both 

amplitude and position will allow us to decouple control over both the amplitude of �̅�𝑠 and the 

electromagnetic torque 𝑇𝑒. 

B. Identified the voltage vectors 

The vector of the velocity (�̅�𝑠) can be chosen depending on the sector reference (S), the position 

of the flux (�̅�𝑠), the direction of rotation of �̅�𝑠 of the desired variation for the modulus of �̅�𝑠, of 

the desired variation for the torque (𝑇𝑒).  The space development of the �̅�𝑠in “sector (S)” is 

divided into six zones Si, with i=[1..,6] as shown in the Figure. III.14. When the flux �̅�𝑠 is in a 

zone Si, control of the flux and torque can be achieved by selecting one of the following eight 

voltage vectors [112]: 

 If �̅�𝑖 is selected then �̅�𝑠 is increases and 𝑇𝑒 is constant; 

 If �̅�𝑖+1 is selected then �̅�𝑠 and 𝑇𝑒 are increase; 

 If �̅�𝑖−1 is selected then �̅�𝑠 is increases and 𝑇𝑒 is decreases 

 If �̅�𝑖+2 is selected then �̅�𝑠 is decreases and 𝑇𝑒 is increases  

 If �̅�𝑖−2 is selected then �̅�𝑠 and 𝑇𝑒 are decreases 

 If �̅�𝑖+3 is selected then �̅�𝑠 is decreases and 𝑇𝑒 is constant; 

 If �̅�0 and �̅�7 are selected then the rotation of the flux ( �̅�𝑠) is stopped, resulting in a 

decrease in the torque while the modulus of flux( �̅�𝑠) remains unchanged. 

 

Figure III.14 Select the tension vector 
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Moreover, the level of efficiency of the applied voltage vectors also depends on the position of 

the flux vector in the Si zone. In fact, the amplitude of the flux( �̅�𝑠) evolves slowly at the 

beginning of the zone because the vectors �̅�𝑖+1 and �̅�𝑖−2 are perpendicular to �̅�𝑠, but at the end 

of the zone, the evolution is the opposite. At the beginning of the zone, the torque (𝑇𝑒) evolves 

slowly and the amplitude of �̅�𝑠 rapidly, corresponding to the vectors �̅�𝑖+2 and �̅�𝑖−1. At the 

conclusion of the zone, the opposite is true. The two vectors �̅�𝑖 and �̅�𝑖+3 are never employed, 

regardless of the direction in which the torque or flux in the Si zone evolves. While it is true that 

these conditions exhibit the strongest "flux component," characterized by a rapid evolution of �̅�𝑠, 

the torque is primarily impacted when �̅�𝑠is positioned within a specific range, typically centered 

within the zone. 

C.  Estimation of flux and couple 

The position of the vector �̅�𝑠, along with the predicted torque and flux deviations from their 

reference values, are utilized to deduce the voltage vector at the output of the inverter. 

Consequently, both a torque estimator and a flux estimator in terms of both amplitude and 

position become essential. Moreover, the torque and flux amplitude serve as the control system's 

input instructions. The precision with which these parameters are estimated directly influences 

the effectiveness of the control system [107,111]. 

 Estimation of the flux: 

Measurements of the PMSM's current and voltage values can be used to estimate the flux. From 

equation (III.16), we obtain the components (α, β) linked to vector of the flux �̅�𝑠 [15,113]: 

{
�̂�𝛼 = ∫ (�̅�𝛼 − 𝑅𝑠𝐼�̅�)𝑑𝑡

𝑡

0

�̂�𝛽 = ∫ (�̅�𝛽 − 𝑅𝑠𝐼�̅�)𝑑𝑡
𝑡

0

                                                                   (III.21) 

Where;  

�̅�𝑠 = �̂�𝛼 + 𝑗�̂�𝛽                                                                         (III.22) 

The voltages �̅�𝛼 and �̅�𝛽 are determined from the commands (Sa, Sb, Sc) and the measurement of 

the voltage 𝑉𝑑𝑐 as follows: 

{
𝑣𝛼 = √

2

3
𝑉𝑑𝑐 (𝑆𝑎 −

1

2
(𝑆𝑏 + 𝑆𝑐))

𝑣𝛽 =
1

√2
𝑉𝑑𝑐 . (𝑆𝑏 − 𝑆𝑐)                 

                                                   (III.23) 

Where; 

�̅�𝑠 = 𝑣𝛼 + 𝑗𝑣𝛽                                                                          (III.24) 

Likewise, the currents 𝑖𝛼 and 𝑖𝛽 are obtained from the measurement of the real currents 𝑖𝑎, 𝑖𝑏 and 

𝑖𝑐, where (𝑖𝑎+ 𝑖𝑏+𝑖𝑐 =0) as follows: 
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{
𝑖𝛼 = √

2

3
𝑖𝑎                             

𝑖𝛽 =
1

√2
(𝑖𝑏 − 𝑖𝑐)                 

                                                    (III.25) 

Where; 

𝑖�̅� = 𝑖𝛼 + 𝑗𝑖𝛽                                                                           (III.26) 

Depending on the expression of current and voltages mentioned previously, the amplitude of the 

flux is written as follows: 

�̂�𝑠 = √�̂�𝛼
2 + �̂�𝛽

2
                                                                     (III.27) 

The zone Ni in which the vector �̅�𝑠: is located is determined from the components �̂�𝛼 and �̂�𝛽. 

The angle 𝛿 between the reference frame (𝛼, 𝛽) of the vector �̅�𝑠 is equal to: 

𝛿 = 𝐴𝑟𝑐𝑡𝑔
�̂�𝛽

�̂�𝛼
                                                                          (III.28) 

 Estimation of the electromagnetic torque: 

The electromagnetic torque can be estimated from the estimation of the flux and the measurement 

of the current using the expression of the torque as a function of the flux and the stator current 

given by the equation [112,113]: 

�̂�𝑒 = 𝑃(�̂�𝛼 . 𝑖𝛽 − �̂�𝛽 . 𝑖𝛼)                                                                (III.29) 

D. Design of the DTC adjustments 

In this section, the adjustments of the flux and electromagnetic component will be presented, as 

well as the applied two-level and three-level based hysteresis comparators, which will be 

explained as follows: 

 Adjustment of the flux component: 

The aim of this adjustment is to maintain the flux's amplitude within a band, thereby keeping the 

latter's end in a circular ring, as illustrated in Figure. III.15. The adjustment's output has to show 

which way the flux amplitude is evolving. This two-level hysteresis regulator for the flux 

component is ideal for good dynamic performance. The comparator's two thresholds are selected 

based on the amount of ripple that the flux can withstand. Next, we can write [106]: 

{
 
 

 
 
If εφ > Δφs                                                          then ∶  kφ = 1      

If 0 ≤ εφ ≤ Δφs            , and 
dεφ

dt
> 0            then ∶  kφ = 0       

If − Δφs ≤ εφ ≤ 0     , and 
dεφ

dt
< 0               then ∶  kφ = 1       

If εφ < −Δφs                                                       then ∶  kφ = 0       

                     (III.30) 
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Where; 휀𝜑 is the flux error. It is the value that expresses the difference between a reference and 

an estimate of the flux (휀𝜑 = 𝜑𝑠
∗ − �̂�𝑠), Δφs is the hysteresis band limit of the flux, 𝑘𝜑 = 0: 

indicate that the flux must be reduced, and 𝑘𝜑 = 1: indicate that the flux must be increased 
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(b) 

Figure III.15 Adjustment of the flux component; (a): Selection of �̅�𝑖 voltages to control the flux; (b): Two-level 

hysteresis comparator for flux control 

 Adjustment of the electromagnetic torque component: 

The function of the torque corrector is to maintain the torque within the limits [114]: 
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|𝑇𝑒
∗ − �̂�𝑒| ≤ 휀𝑇                                                                       (III.31) 

Where; 𝑇𝑒 represents the torque set point. 

One distinction with flux control, though, is that the torque can be either positive or negative 

based on the machine's rotational direction. There are two options to think about [112]: 

 Adjustment based on the two-level comparator: 

 This adjustment is the same as the one that governs the �̅�𝑠 amplitude. Only permits torque 

adjustment in a single rotational direction. Therefore, the only vectors that can be chosen to cause 

the flow �̅�𝑠 to evolve are �̅�𝑖+1 and �̅�𝑖+2. As a result, only the zero vector option can result in a 

torque reduction. With this adjustment, should have to go through two machine operators in order 

to change the machine's direction of rotation. This adjustment is easier to use, though. 

Additionally, by accurately choosing the zero vectors in accordance with the zones Ni, can be 

observe that there is an inverter arm for each zone i that never switches. This allows us to lower 

the average switching frequency of the switches, which lowers switching losses at the inverter 

level. 

 Adjustment based on the three-level comparator: It gives you the ability to adjustment 

the motor for either positive or negative torque in both rotational directions. The Boolean variable 

𝑘𝑇, which represents the corrector's output, indicates whether the torque amplitude must be 

increased in absolute value {𝑘𝑇= 1 for a positive set point and 𝑘𝑇 =-1 for a negative set point} 

or must be reduced 𝑘𝑇 =0 for. 

 
(a) 

  

(b) 

Figure III.16 Adjustment of the torque component based on the three-level hysteresis comparator 

Without requiring structural modifications, the three-level adjustment enables operation in all 

four quadrants. Next, we could write: 

{
 
 
 
 

 
 
 
 
𝐼𝑓 휀𝑇 > Δ𝑇𝑒                                                                          then ∶  𝑘𝑇 = 1

If  0 ≤ 휀𝑇 ≤ Δ𝑇𝑒                  , 𝑎𝑛𝑑 
𝑑𝜀𝑇

𝑑𝑡
> 0                       then ∶  𝑘𝑇 = 0

If  0 ≤ 휀𝑇 ≤ Δ𝑇𝑒                   , 𝑎𝑛𝑑 
𝑑𝜀𝑇

𝑑𝑡
< 0                       then ∶  𝑘𝑇 = 1

 

If  휀𝑇 < −Δ𝑇𝑒                                                                     then ∶  𝑘𝑇 = −1

If − Δ𝑇𝑒 ≤ 휀𝑇 < 0             , 𝑎𝑛𝑑 
𝑑𝜀𝑇

𝑑𝑡
> 0                        then ∶  𝑘𝑇 = 0

 

If − Δ𝑇𝑒  ≤ 휀𝑇 < 0           , 𝑎𝑛𝑑 
𝑑𝜀𝑇

𝑑𝑡
< 0                       then ∶  𝑘𝑇 = −1

                        (III.32) 
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Where; 휀𝑇 is the torque error. It is the value that expresses the difference between a reference 

and an estimate of the torque (휀𝑇 = 𝑇𝑒
∗ − �̂�𝑒), ΔTe is the hysteresis band limit of the flux, 𝑘𝜑 =

−1: indicate that the flux must be reduced, 𝑘𝜑 = 0: to keep it constant within a 2ΔTe band around 

its reference, and 𝑘𝜑 = 1: indicate that the flux must be increased. 

E. Elaboration of the switching table 

The truth table has been elaborated based on the torque and flux errors, Δ𝜑𝑠 and  Δ𝑇𝑒, and in 

accordance with the flux vector's position (N=1,...,6). According to Figure. III.17, the complex 

plan can be divided into six angular sectors. Within each sector, the control sequence of the 

inverter switches can be determined. This corresponds to the various states of the control 

quantities  Δ𝜑𝑠 and  Δ𝑇𝑒, based on the logic of flux and torque behaviour when a voltage vector 

is applied. The cumulative effect of all configurations on the flux and electromagnetic torque is 

summarized in Table. III.1 [115]. 

Table III.1. Switching table 

 Increase(⇑) Decrease (⇓) 

Flux ( 𝜑𝑠) �̅�𝑖 , �̅�𝑖+1  and �̅�𝑖−1 �̅�𝑖+2 , �̅�𝑖−2  and �̅�𝑖+3 

Torque ( 𝑇𝑒) �̅�𝑖+1  and �̅�𝑖+2  �̅�𝑖−2  and �̅�𝑖−2  

In order to identify the active voltage sequences to be applied to increase or decrease the stator 

flux amplitude and the electromagnetic torque depending on the sector, the table below has been 

built: 
Table III.2. Table of the flux and torque control 

 N=1 N=2 N=3 N=4 N=5 N=6 

Flux ( 𝜑𝑠): (⇑) 𝑣6, 𝑣1, 𝑣2 𝑣1, 𝑣2, 𝑣3 𝑣2, 𝑣3, 𝑣4 𝑣3, 𝑣4, 𝑣5 𝑣4, 𝑣5, 𝑣6 𝑣5, 𝑣6, 𝑣7 

Flux ( 𝜑𝑠): (⇓) 𝑣3, 𝑣4, 𝑣5 𝑣4, 𝑣5, 𝑣6 𝑣5, 𝑣6, 𝑣1 𝑣6, 𝑣1, 𝑣2 𝑣1, 𝑣2, 𝑣3 𝑣2, 𝑣3, 𝑣4 

Torque (𝑇𝑒): (⇑) 𝑣6, 𝑣1 𝑣1, 𝑣2 𝑣2, 𝑣3 𝑣3, 𝑣4 𝑣4, 𝑣5 𝑣5, 𝑣6 

Torque (𝑇𝑒): (⇓) 𝑣3, 𝑣4 𝑣4, 𝑣5 𝑣5, 𝑣6 𝑣6, 𝑣1 𝑣1, 𝑣2 𝑣2, 𝑣3 

In the final DTC step, a single control table can be created by comparing the control tables of the 

electromagnetic torque and the flux amplitude. However, this single control table can be further 

broken down into two tables: one with active voltage vectors and the other with zero voltage 

vectors: 

Table III.3.  Extended DTC Switching Table 

  Adjustment comparator types Three–level  Three–level  

Two-level   Two-level  

  Flux Boolean variable : 𝑘𝜑  1   0  

  Torque Boolean variable: 𝑘𝑇 1 0 -1 1 0 -1 

 

Sector Ni 

with 

respect to 

the angle 

𝛿 

1 (330°, 30°) 𝑣2 𝑣7 𝑣6 𝑣3 𝑣0 𝑣5 

2 (30°, 90°) 𝑣3 𝑣0 𝑣1 𝑣4 𝑣7 𝑣6 

3 (90°, 150°) 𝑣4 𝑣7 𝑣2 𝑣5 𝑣0 𝑣1 

4 (150°, 210°) 𝑣5 𝑣0 𝑣3 𝑣6 𝑣7 𝑣2 

5 (210°, 270°) 𝑣6 𝑣7 𝑣4 𝑣1 𝑣0 𝑣3 

6 (270°, 330°) 𝑣1 𝑣0 𝑣5 𝑣2 𝑣7 𝑣4 

𝑣0 = [0,0,0];  𝑣1 = [1,0,0], 𝑣2 = [1,1,0], 𝑣3 = [0,1,0], 𝑣4 = [0,1,1], 𝑣5 = [0,0,1], 𝑣6 = [1,0,1], 𝑣7 = [1,1,1] 
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III.6.4 Description of the overall structure (PMSM drive based on DTC) 

In order to describe the overall structure of the PMSM drive using DTC, several steps are 

presented in this section:  

 The three phases of the currents and voltages should be captured and transformed into the 

two phases frame (α-β); 

 Through the (α-β) frame, the flux in this frame will be estimated using the voltage and 

current values as equation (III.21), where the sector block will need them in order to 

identify the flux position. 

 Through the value of the flux in α-β frame, the flux amplitude will be computed; 

moreover, the torque will be estimated using the relationship among the flux and current 

in the α-β flux frame. The block of this step is called the estimation block. 

 After the estimation step, the error of the torque and the flux will be computed through 

the difference between the reference and estimation signals of each one. 

 Then, the error mentioned above will be adjusted through the flux and torque Boolean 

variables; 

 Finally, depending on the flux and torque Boolean variables and flux position, the inverter 

signals will be generated through the switching table of the DTC, where the inverter is 

responsible for converting these signals into actual voltage values that feed the motor. 

 
Figure III.17 Scheme of the general structure to the PMSM drive based on the DTC 

III.7 Study comparative between the FOC and DTC 

Conventional vector control based on the FOC and DTC are widely used control techniques in 

the PMSM drive. Although the DTC came after the FOC and the first is better than the second, 

each one has advantages, disadvantages, characteristics, technique, strategy, and goals. 
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Therefore, this section will combine everything mentioned above into a comparative study 

between them and will serve as a summary that brings together the two [105]. 

Table III.4. Study comparative between the control design of FOC and DTC  

Comparison criteria Filed Oriented Control Direct Torque Control 

Frame type used d-q frame α-β frame 

Variable states Speed and the currents Torque, fluxes 

Loops used Speed and currents  Only the voltages  

Methods applied Decoupling Direct control  

Regulators used  PI  Hysteresis 

Cost Expansive to exist to the speed sensors and 

inverter control (PWM). 

Less expensive due to offering sensorless 

control options as well as not-needed to the 

PWM. 

The error nature The difference of the reference and actual 

signals. 

The difference of the reference and estimated 

signals. 

Control design  It involves coordinate transformations and 

may be perceived as more complex in theory; 

 It is often more straightforward to implement 

in practice. 

 Conceptually simple and does not require 

coordinate transformations; 

 The implementation can be complex due to 

the use of hysteresis comparators. 

Application It is widely used in various applications, 

including industrial drives and high-

performance electric vehicles, where precision 

and low torque ripple are essential. 

It is often used in applications where 

simplicity, low speed and dynamic response 

are crucial, such as in certain types of electric 

vehicles. 

 Furthermore, the two controls can be compared through their performance characteristics, as follows: 

Table III.5. Study comparative between the performance characteristics of the FOC and DTC  

Comparison criteria Filed Oriented Control Direct Torque Control 

Dynamic Performance A good dynamic performance 

It offers quick torque and flux response 

due to the direct nature of torque and 

flux control. 

Torque Ripple 

Lower torque ripple, contributing to 

smoother motor operation and reduced 

mechanical stress 

A higher torque ripple, which can lead 

to acoustic noise and mechanical 

vibrations. 

Steady-State Performance 
It offers better steady-state 

performance 

It can exhibit steady-state performance 

limitations, especially in terms of flux 

control precision 

Robustness 
More sensitive under the uncertainties 

and disturbances. 

Less sensitive under the uncertainties 

and disturbances. 

 

III.8 Simulation results with comparison study between FOC and DTC 

After modelling and explaining the PMSM drive system using the FOC and DTC, respectively, 

this section provides the PMSM performance through the application of the FOC and DTC using 

MATLAB Simulink. The previous sections of this chapter detail how to arrive at the control law 

based on each control as well as how to calculate their control gains. Furthermore, several 

scenarios have been followed in order to determine the relative effectiveness of these controls. 

The first one, a fixed reference speed was given, which expresses the medium speed of the 

PMSM, while the load torque has been applied from 2 N.m. into 5 N.m. at 0.3 s.  Through this 

scenario, Figure. III.18 demonstrates that the speed performance is close to the FOC and DTC in 

terms of stability and rise time (Tr). However, the other characteristics of performance are so 



Chapiter III           Design of the PMSM drive and application of the conventional controls to the PMSM 

56 

different, where the DTC excels over the FOC in terms of the undershoot during the load torque 

change at 0.3s as well as the speed chattering, while the steady-state error (SSE) for the FOC is 

better than the DTC. Regarding the electromagnetic torque performance of the PMSM, it is 

relatively similar between the two controls, where it suffers from big ripples; in addition, it 

appears to have overshoots during the change of the load torque. Moreover, the DTC causes an 

initial undershoot to it; this is proven by Figure. III.19. Because the approaches and steps of the 

two techniques differ from each other, as the FOC is dependent on the direct and quadratic 

reference frame (d-q) for calculating the control law, while the DTC is dependent on the α-β 

reference frame for calculating the control law, Figure. III.20 (a) and Figure. III.21 (a) explain 

the d-q currents for the FOC and the a-b current for the DTC, respectively. Furthermore, Figure. 

III.20 (b) and Figure. III.21 (b) present the current performance in the a, b, and c reference frames 

of the FOC and the DTC, respectively, where they also suffer from big ripples, or what is called 

the tolerance band. More details, accompanied by numerical estimates, are presented in Table. 

III.6. 

 

Figure III.18 The speed performance of the PMSM based on the FOC and the DTC under the first scenario 

 

Figure III.19 The torque performance of the PMSM based on the FOC and the DTC under the first scenario 
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(a) 

(b) 

Figure III. 20 The currents performance of the PMSM based on the FOC under the first scenario; (a): d-q currents, (b): a,b,c currents 

(a) 

(b) 

Figure III.21 The currents performance of the PMSM based on the DTC under the first scenario; (a): α-β currents, (b): a,b,c 

currents 
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In order to test the effectiveness of both controls, high-speed performance has been applied at 

200 rpm, 600 rpm, and 1000 rpm as in Figure. III.22 in this scenario (second scenario). Through 

Figure. III.22 (b), Figure. III.22 (c), and Figure. III.22 (d), respectively, the effectiveness of the 

FOC deteriorates through chattering when the speed increases, especially when the speed reaches 

1000 rpm, where the FOC is ineffective and loses control, as well as other performance 

characteristics such as the rise time and the steady-state error that are sensitive during each speed 

level change. While, the DTC is less sensitive than the FOC through chattering and steady-state 

errors, but it suffers from the appearance of little initial undershoots in the speed performance as 

well as its rise time increasing with each speed level. Furthermore, Figure. III.23 shows off the 

electromagnetic torque performance of the PMSM under this scenario when applying FOC and 

DTC, respectively, where the FOC effectivity is less than the DTC through the performance 

characteristics and robustness, too. In addition, the DTC suffers from steady-state errors, while 

the FOC suffers from increased torque ripple when changing the speed among its levels. This 

discussion also applies to the current performance of the d-q frame for the FOC (as shown in 

Figure. III.23(a)) and the a-b frame for the DTC (as shown in Figure. III.23(a)), respectively. 

(a) 

 
(b) 
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(c) 

 
(d) 

Figure III.22 The speed performance of the PMSM based on the FOC and the DTC under the second scenario 

 
Figure III.23 The torque performance of the PMSM based on the FOC and the DTC under the second scenario 

(a) 
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(b) 

Figure III.24 The current performance of the PMSM under the second scenario; (a): d-q currents for the FOC, (b) α-β 

currents for the DTC 

In the third scenario, the FOC and DTC have been studied for their robustness under uncertainties 

and disturbances. Depending on the scenario criteria, Figure. III.25 represents the speed 

performance under applying a load torque at different time zones estimated at 5 N.m. We 

observed that the FOC is better than the DTC through steady-state error, while the DTC is better 

than the FOC through rise time, less peaks (overshoots and undershoots), as well as less 

chattering. Furthermore, Figure. III.26 represents the speed performance under applying 

uncertainties, where the PMSM parameters have been changed between -50% and 50%, 

respectively. The FOC is little affected by the rise time; it is so affected by the other performance 

characteristics, such as the stead-state error and chattering. While the DTC is so affected by the 

rise time, it is better than the FOC in terms of the above-mentioned characteristics. 

 

Figure III.25 The speed performance of the PMSM based on the FOC and the DTC under disturbances 
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Figure III.26 The speed performance of the PMSM based on the FOC and the DTC under uncertainties 

Table.III.6 has been detailed for the PMSM performance characteristics using the FOC and the 

DTC, respectively: 

Table III.6. Numerical estimates of the PMSM performance under the FOC and the DTC 

 FOC DTC 

Tr (ms) 65 40 

SSE (%) Almost 0 Almost 0.07 

Speed chattering (rpm) ]-1;+1[ ]-0.3;+0.38[ 

Speed undershoots (%) 1.33 0.03 

Stability Relative stability Relative stability 

Torque ripple (N.m) ]-1;+1[ ]-1;+1[ 

Torque overshoots (N.m) Almost +3 Almost +3 

Initial torque undershoots (N.m) 0 Almost -3.5 

Current tolerance band ]2.667; 5.402 [ ]1;  2 [ 

 

III.9 Conclusion 

This chapter has presented the design of the PMSM drive and the application of conventional 

controls to the PMSM, where the control design helped us to understand the PMSM as well as 

simplify its model. After that, a pole-zero map technique has been used in order to demonstrate 

the PMSM's stability, and the controllability has been demonstrated using Kalman's theorem, 

too. Next, the application of the FOC and the DTC on the PMSM model has been studied, where 

a comparative study was conducted between the two techniques through performance 

characteristics, robustness, as well as other criteria. Finally, the effectiveness of each control has 

been validated using MATLAB Simulink. In conclusion, the decision between DTC and FOC is 

based on the particular needs of the application, taking into account elements like torque ripple, 

dynamic response, simplicity, and sensor requirements. Every control approach has benefits and 

drawbacks, and the best one will rely on the motor control application's priorities. 
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IV.1 Introduction 

Although field-oriented control (FOC) and direct torque control (DTC) are widely used for 

PMSM drives, they have some drawbacks. Whereas FOC requires precise knowledge of PMSM 

parameters, its performance is sensitive to external disturbances such as load torque changes 

and to variations in the machine parameters, such as inertia, resistance, and inductance. Changes 

in these parameters due to temperature variations or ageing can affect the control's accuracy. 

Therefore, FOC may struggle in applications where the PMSM is subject to significant 

disturbances or uncertainties. Achieving consistent performance across different operating 

conditions presents a notable challenge. One drawback of Direct Torque Control (DTC) is its 

tendency to produce torque ripple, attributed to its direct manipulation of torque and flux. 

Additionally, it often entails high switching frequencies and harmonics in motor currents, which 

elevate losses within the inverter and PMSM. This may require additional filtering or mitigation 

strategies to comply with efficiency and electromagnetic compatibility (EMC) standards. 

Furthermore, DTC is sensitive to variations in PMSM parameters, and inaccurate parameter 

values can degrade its performance. DTC algorithms involve complex calculations and 

decision-making processes. Due to the disadvantages of classical vector control mentioned 

above, nonlinear techniques are considered an alternative to those previously used because they 

have many advantages, such as developing the PMSM’s performance under 

uncertainties, external disturbances, or even the high performance of the PMSM. In addition, 

the nonlinear control is suitable for the PMSM’s saturation effects, where magnetic saturation 

in the iron core of the motor can cause nonlinearities in the relationship between the magnetic 

field and the current, the back-electromotive force (EMF) generated in the motor is nonlinear 

with respect to the rotor position, and interactions between different motor components can lead 

to nonlinear behavior. Furthermore, the superposition and homogeneity assumptions that define 

linear systems those in which there is a linear relationship between inputs and outputs do not 

apply to nonlinear systems. Developing control strategies capable of effectively stabilizing and 

governing these kinds of nonlinear systems is the aim of nonlinear control. When it comes to 

electrical machines, the nonlinear methodology is regarded as one of the most sophisticated and 

frequently utilized methods. Additionally, nonlinear control approaches address the problems 

caused by nonlinear dynamics and offer dependable and adaptable solutions for PMSM 

management. By applying these advanced control strategies, engineers may enhance the 

performance, efficiency, and reliability of PMSM-based systems in a range of applications 

covered in the first chapter. A variety of strategies are included in nonlinear control, such as 

back-stepping (BSC), sliding mode control (SMC), feedback linearization control (FBLC), and 

passivity-based control (PBC). Each technique has advantages and disadvantages, purpose, 

types, methods, goals, principals and stages. In this chapter, we’ll study the detailed FBLC, 

BSC, and SMC as well as apply each one to the PMSM. Furthermore, we’ll present a novel 

hybrid design based on the high-order super twisting algorithm “HO-STA” and terminal sliding 

mode control “T-SMC” for the PMSM’s speed loop. 
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IV.2 Description on the nonlinear technique 

The theory of nonlinear control systems and its applied studies have made significant 

advancements since the 1970s. A major factor in the field was the effective application of 

contemporary mathematical techniques like differential algebraic theory and modern differential 

geometry. Slotine, Khalil, Isidori, and others developed the state feedback approach for the input 

and output response of a nonlinear system, and they employed Lie algebra to accurately linearize 

it [116]. The area of control systems engineering known as "nonlinear control" deals with 

systems that behave nonlinearly. Nonlinear systems do not conform to the superposition and 

homogeneity assumptions that characterize linear systems, where the connection between inputs 

and outputs is linear. The goal of nonlinear control is to create control schemes that can 

successfully stabilize and govern these kinds of nonlinear systems. The nonlinear technique is 

considered one of the most advanced techniques as well as widely used when applied to 

electrical machines. Furthermore, the issues presented by nonlinear dynamics, parameter 

uncertainties, and external disturbances are addressed by the nonlinear control approaches, 

which provide flexible and reliable solutions for PMSM control [94]. 

IV.3 Design of the PMSM control based on the FBLC 

In control systems engineering, the feedback linearization algorithm is a potent tool. It enables 

us to apply the methods created for linear systems to the construction of control strategies for 

nonlinear systems. Compared to the approximation linear method, this approach is entirely 

different. The distinction is that, as opposed to linearly approximating dynamic characteristics, 

feedback linearization is accomplished through strict state conversion and feedback [116].  

IV.3.1 The principal of the FBLC 

In control theory, feedback linearization is a control approach used to create controllers for 

dynamic systems that are not linear. The primary goal of feedback linearization is to modify the 

coordinates of a nonlinear system to make it linear. Finding an appropriate coordinate 

transformation to eliminate the nonlinearities in the system dynamics is usually the first step in 

the procedure. The system that results from applying the transformation can be shown as a linear 

system with observable and controlled states. Standard linear control methods can then be 

applied to this linearized system. In order to attain performance and stability in feedback 

linearization control, feedback is essential. In order to accomplish the intended control 

objectives, the control law is made to guarantee that the transformed (linearized) system 

responds in a desired manner [117, 118]. The nonlinear system is presented by equation (II.34). 

Figure. IV.1 illustrates this principle well. The linearization approach differs significantly from 

linearization around an operating point. Indeed, the linear model obtained with the latter is only 

valid in a neighborhood of the operating point, it is therefore an approximate model. On the 

other hand, the linear model given by the input-output linearization is valid throughout the state 

space. The linear compensator which then stabilizes the system is in principle more efficient 

[119].  
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Figure IV.1 : Block diagram of input-output linearization 

IV.3.2 General forms of FBL 

The Feedback linearization control is categorized into two main types: input-state FBL and 

input-output FBL. The first on is assumed that all states (x1. . . xN) are available (either by direct 

measurement or calculation), and the goal is to cancel nonlinearity in “f “so that the state 

equation is in linear form. While the last one is similar except the goal is to design the controller 

to cancel nonlinearities in “g “so that the output equation is in linear form and explicitly tied to 

the input “u”. Furthermore, the first one is more general and harder to find transformation for 

all states, while the second one is less general, easier to implement, focuses on linearizing the 

relation of input/output relation regardless of the other states and it requires to study the leftover 

dynamics to maintain the system stability [120].    

IV.3.3 Necessary definitions In-Out FBLC 

Before starting to explain the steps of the FBLC, some necessary definitions that must be 

known before applying this technique must be mentioned. 

 Relative degree (r): is the number of times the output needs to differentiate to reach 

the input. Relative degree bounds: 1 ≤ 𝑟 ≤ 𝑛. If the system has relative degree r=n 

then the input-output FBL is equivalent to input-state FBL; 

 Leftover dynamic: is considered the difference between the system order “n” and the 

system relative degree “r”. It called ‘zero dynamics’ if the system output held at zero. 

It has three states as follows: 

a) Internal dynamics: it is the leftover dynamics which doesn’t appear in the 

input/output relation. It has the degree of n-r; 

b) Zero dynamics: it is the internal dynamics if the output is keep continuously at 

zero; 

c) Minimum phase system: it is defined as system with stable internal dynamics. 

for linear system if the system zeros are in open left half side of s plane, then it 

is minimum phase system If the zero dynamics of the system are (globally) 

asymptotically stable, the system is called minimum phase. 

 The gradient: is defined of a scalar function h(x) with respect to the vector, by the line 

vector ∇ℎ(𝑥)𝑖 follows: 

∇ℎ(𝑥)𝑖 = [
𝜕ℎ

𝜕𝑥1

𝜕ℎ

𝜕𝑥2
⋯

𝜕ℎ

𝜕𝑥𝑛−1

𝜕ℎ

𝜕𝑥𝑛
]                                                 (IV.1)  
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                In a similar way, the gradient of a vector field ∅(𝑥) is defined by the Jacobean of ∅ 

“matrix of (n×n)           elements” as follows: 

(∇∅(𝑥))𝑖𝑗 = [

∇∅1(𝑥)
∇∅2(𝑥)

⋮
∇∅𝑛(𝑥)

]

[
 
 
 
 
 
𝜕∅1(𝑥)

𝜕𝑥1
𝜕∅2(𝑥)

𝜕𝑥1

⋮
𝜕∅𝑛(𝑥)

𝜕𝑥1

𝜕∅1(𝑥)

𝜕𝑥2
𝜕∅2(𝑥)

𝜕𝑥2

⋮
𝜕∅𝑛(𝑥)

𝜕𝑥2

⋯
⋯
⋮
⋮
⋮
…

𝜕∅1(𝑥)

𝜕𝑥𝑛−1
𝜕∅2(𝑥)

𝜕𝑥𝑛−1

⋮
𝜕∅𝑛(𝑥)

𝜕𝑥𝑛−1

𝜕∅1(𝑥)

𝜕𝑥𝑛
𝜕∅2(𝑥)

𝜕𝑥𝑛

⋮
𝜕∅𝑛(𝑥)

𝜕𝑥𝑛 ]
 
 
 
 
 

                                   (IV.2) 

 Diffeomorphism: a function φ(x) is called a diffeomorphism if it is smooth (𝑐∞) and 

its inverse φ(x) −1exists and it is smooth; 

 Lemma: let φ(x)  be a 𝑐∞ function define in Ω ⊂ 𝑅𝑛. If the Jacobean of φ(x) write x 

is non singular at some point 𝑥0 ⊂ Ω, then the function φ(x) is define as a 

diffeomorphism function in at least neighborhood of 𝑥0. 

 Lie derivative: the Lie derivative of a scalar function ℎ(𝑥): 𝑅𝑛 → 𝑅 write a vector 

field 𝑓: 𝑅𝑛 → 𝑅𝑛  is given by: 

𝐿𝑓ℎ = ∇ℎ. 𝑓 =
𝜕ℎ

𝜕𝑥
. 𝑓 = [

𝜕ℎ

𝜕𝑥1

𝜕ℎ

𝜕𝑥2
⋯

𝜕ℎ

𝜕𝑥𝑛
] . [𝑓1 𝑓2 ⋯ 𝑓𝑛]

𝑇                  (IV.3) 

Where; 𝐿𝑓ℎ: 𝑅
𝑛 → 𝑅   

For any order: ℎ = 𝐿𝑓(𝐿𝑓
𝑖−1ℎ) = ∇(𝐿𝑓

𝑖−1ℎ)𝑓, Furthermore, if g is another vector field then the 

scalar function 𝐿𝑔𝐿𝑓ℎ is given by: 𝐿𝑔𝐿𝑓ℎ = ∇(𝐿𝑓ℎ)𝑔. 

IV.3.4 Steps of In-out FBLC design 

In order to apply for the FBLC, you should follow these steps: 

 Find relative degree of the system by computing 𝐿𝑏𝐿𝑓
𝑖ℎ(𝑥) recursively until it 

becomes non-zero at 𝑖 = 𝑟 − 1; 

 Compute 𝐿𝑏𝐿𝑓
𝑖ℎ(𝑥)            ∀     0 ≤ 𝑖 ≤ 𝑛 ; 

 The matrix φ(x) as : 

φ(x) =

[
 
 
 
 
 
 
𝑍1(𝑥)

𝑍2(𝑥)
⋮

𝑍𝑟(𝑥)

𝑍𝑟+1(𝑥)
⋮

𝑍𝑛(𝑥) ]
 
 
 
 
 
 

=

[
 
 
 
 
 
 
φ1(𝑥)

φ2(𝑥)
⋮

φ𝑟(𝑥)

φ𝑟+1(𝑥)
⋮

φ𝑛(𝑥) ]
 
 
 
 
 
 

=

[
 
 
 
 
 
 
𝑦(𝑥)
�̇�(𝑥)
⋮

𝑦𝑟(𝑥)
?
⋮
? ]

 
 
 
 
 
 

=

[
 
 
 
 
 
 
ℎ(𝑥)
𝐿𝑓ℎ(𝑥)

⋮
𝐿𝑓

𝑟ℎ(𝑥)

?
⋮
? ]

 
 
 
 
 
 

                                      (IV.4) 

 Choose the leftover dynamic change of coordinates as: 

 Jacobean of φ(x) in invertible; 

 If ‘normal form’ is required, choose to achieve: 
𝜕𝛗(𝐱)𝒊

𝜕𝑥
𝑏 = 0            ∀   𝑟 + 1 ≤

𝑖 ≤ 𝑛. 

 find the system dynamics after the change of coordinates (φ(x)): 
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{
 
 

 
 
�̇�1 = 𝑍2                               
�̇�2 = 𝑍3                               

⋮                    
�̇�𝑟−1 = 𝑍𝑟                   

�̇�𝑟 = 𝑎(𝑧) + 𝑏(𝑧)𝑣

                                                             (IV.5) 

 The control signal is give as: 𝑣 = −
𝑎(𝑧)+𝑢

𝑏(𝑧)
, where 𝑢 gives the required performance; 

 Check the stability of the zeros dynamics (the leftover dynamics while the output 

continuously equal to zero). 

 
Figure IV.2 : Block diagram of linearization method 

IV.3.5 Application the FBLC on the PMSM system 

The objective from FBLC application on the PMSM system can be summarized into following 

points: 

 Cancelling the PMSM nonlinearities and building a closed loop linear to the system; 

 After applying the FBL design to the PMSM, the system's design will become simpler; 

 The chosen linear control after the linearization method will contribute to stabilizing the 

system, giving the performance desired, and cancelling the igneous term. 

Since the nonlinear model of the PMSM is explained in detail in the modelling section of the 

PMSM in the second chapter (equation (II.34), (II.35), and (II.36), the application of the in-out 

FBLC on the PMSM allows its model to be decoupled into two independent mono-variable 

linear subsystems, which amounts to separately controlling the direct current and the speed 

[121]. In this design approach, our aim is to maintain precise regulation of motor speed while 

consistently operating at maximum torque. This involves ensuring that the longitudinal 

component of the stator currents remains zero throughout operation. To achieve this objective, 

we employ input-output linearization of the model, which ensures full linearization between the 

outputs and the controls. Here, the outputs need to be the following: 

{
𝑦1 = 𝑖𝑑
𝑦2 = Ω

                                                                                 (IV.6) 

The trajectories that are imposed upon these two outputs must be followed. The strategy of 

runnling at maximum torque forces us to enforce 𝑖𝑑
∗ = 0, and the speed needs to adhere to its 

reference, which might be any path determined by Ω∗.  

 For the first output 𝒊𝒅 : 
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𝑦1 = 𝑖𝑑 = ℎ1(𝑥)                          , ∇ℎ1(𝑥) = [1 0 0]                                 (IV.7) 

The derivative of the first output is calculated as follows: 

       �̇�1 = 𝐿𝑓ℎ1(𝑥) + 𝐿𝑔1ℎ1(𝑥). 𝑣𝑑 + 𝐿𝑔2ℎ1(𝑥). 𝑣𝑞 

         =
𝜕ℎ1

𝜕𝑥
𝑓(𝑥) + 

𝜕ℎ1

𝜕𝑥
𝑔1(𝑥). 𝑣𝑑 +

𝜕ℎ1

𝜕𝑥
𝑔2(𝑥). 𝑣𝑞                                    (IV.8) 

                                                           = −
𝑅𝑠

𝐿𝑑
𝑖𝑑 +

𝐿𝑞

𝐿𝑑
𝑝. Ω. 𝑖𝑞 +

1

𝐿𝑑
𝑣𝑑 

Where, 𝑔1(𝑥) = [
1

𝐿𝑑
0 0]

𝑇

 and   𝑔2(𝑥) = [0
1

𝐿𝑞
0]
𝑇

 

From equation (IV.8), we observe that the first input has appeared. This mean that the relative 

degree of this loop is 𝑟1 = 1. 

 For the second output 𝛀: 
 

𝑦2 = Ω = ℎ2(𝑥)                          ;  ∇ℎ2(𝑥) = [0 0 1]                                 (IV.9) 

After the first derive to second output, we will reach as follows: 

                                      �̇�2 = 𝐿𝑓ℎ2(𝑥) + 𝐿𝑔1ℎ2(𝑥). 𝑣𝑑 + 𝐿𝑔2ℎ2(𝑥). 𝑣𝑞                              

                           =
𝜕ℎ2
𝜕𝑥

𝑓(𝑥) + 
𝜕ℎ2
𝜕𝑥

𝑔1(𝑥). 𝑣𝑑 +
𝜕ℎ2
𝜕𝑥

𝑔2(𝑥). 𝑣𝑞          

= 
3𝑝

2𝑗
(𝜓𝑓 . 𝑖𝑞 + (𝐿𝑑 − 𝐿𝑞)𝑖𝑑𝑖𝑞) −

1

𝑗
𝑇𝑙 −

𝐹

𝑗
Ω                               (IV.10) 

Because the input has not appeared; therefore, the second derivative of the second output is 

calculated as follows: 

                                      �̈�2 = 𝐿𝑓
2ℎ2(𝑥) + 𝐿𝑔1 (𝐿𝑓ℎ2(𝑥)) 𝑣𝑑 + 𝐿𝑔2 (𝐿𝑓ℎ1(𝑥)) 𝑣𝑞     

   = 𝐾𝑡(𝐿𝑑 − 𝐿𝑞). 𝑖𝑑 . 𝑓1(𝑥) + 𝐾𝑡(𝜓𝑓 + (𝐿𝑑 − 𝐿𝑞)𝑖𝑑). 𝑓2(𝑥)                                                                  

                                 − (
1

𝐽
. 𝑇𝑙 +

𝐹

𝐽
) 𝑓3(𝑥) +

𝐾𝑡

𝐿𝑞
(𝐿𝑑 − 𝐿𝑞)𝑖𝑑 . 𝑣𝑞 +

𝐾𝑡

𝐿𝑞
(𝜓𝑓 + (𝐿𝑑 − 𝐿𝑞)𝑖𝑑). 𝑣𝑑             (IV.11)                                             

 Where 𝐾𝑡 =
3.𝑝

2.𝑗
 .  𝑓1, 𝑓2 (𝑥) and 𝑓3 (𝑥) are given by equation (II.36).   

We observe that the two inputs (𝑣𝑑 and 𝑣𝑞) appear in equation (IV.11); therefore, and the relative 

degree is 𝑟2 = 2. The total relative degree is 𝑟1+𝑟2 = 3 and it is equal the system order. Therefore, 

we have performed an exact linearization. No internal dynamics need to be considered. 

[�̇�1  �̈�2]
𝑇 = 𝑎(𝑥) + 𝑏(𝑥). [𝑣𝑑 𝑣𝑞]𝑇                                            (IV.12) 

Where: 
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{
  
 

  
 
𝑎(𝑥) = [

𝐿1𝑓ℎ1(𝑥)

𝐿2𝑓ℎ2(𝑥)
]  = [

−
𝑅𝑠

𝐿𝑑
𝑖𝑑 +

𝐿𝑞

𝐿𝑑
. Ω. 𝑖𝑑

𝐾𝑡(𝐿𝑑 − 𝐿𝑞). 𝑖𝑑 . 𝑓1(𝑥) + 𝐾𝑡(𝜓𝑓 + (𝐿𝑑 − 𝐿𝑞)𝑖𝑑). 𝑓2(𝑥) − (
1

𝑗
. 𝑇𝑙 +

𝐹

𝑗
) 𝑓3(𝑥)

]

𝑏(𝑥) = [

1

𝐿𝑑
     0     

 
𝐾𝑡

𝐿𝑞
(𝐿𝑑 − 𝐿𝑞)𝑖𝑑            

𝐾𝑡

𝐿𝑞
(𝜓𝑓 + (𝐿𝑑 − 𝐿𝑞)𝑖𝑑)     

]                                                                         

      

(IV.13)                                                                                                                     

The b(x) matrix is smooth: 

𝑏−1(𝑥) = [

1

𝐿𝑑
     0     

−(𝐿𝑑−𝐿𝑞) 𝐿𝑞.𝑖𝑑

𝜓𝑓+(𝐿𝑑−𝐿𝑞)𝑖𝑑
        

𝐿𝑞

𝐾𝑡(𝜓𝑓+(𝐿𝑑−𝐿𝑞)𝑖𝑑)

]                                            (IV.14) 

After that, nonlinear terms will cancel as follows: 

[
𝑣𝑑
𝑣𝑞
] = 𝑏−1(𝑥)([

𝑢1
𝑢2
] − 𝑎(𝑥))                                                (IV.15) 

By replacing equation (IV.15) in that given in equation (IV.12), we obtain a completely 

decoupled linear system of the form: 

[
�̇�1
�̈�2
] = [

𝑢1
𝑢2
]                                                                           (IV.16) 

The new entries 𝑢1 and 𝑢2 must be designed to ensure that: 

{
lim
𝑥→∞

𝑦1 = 𝑖𝑑
∗

lim
𝑥→∞

𝑦2 = Ω̇
∗                                                                         (IV.17) 

We start by putting up poles to do this. For a trajectory continuation problem in the general case, 

we have [121]: 

[
𝑢1
𝑢2
] = [

𝐾𝑑 . 휀𝑑

Ω̈∗ + 𝑘Ω1. 휀Ω̇ + 𝑘Ω2. 휀Ω + 𝑘Ω3 ∫ 휀Ω𝑑𝑡
∞

0

]                                         (IV.18) 

Where  

{
휀𝑑=𝑖𝑑

∗ − 𝑖𝑑
휀Ω=Ω

∗ − Ω
                                                                              (IV.19) 

Acknowledging the imposed trajectory as a step allows us to approach Ω̈∗ = Ω̇∗ = 0, which in 

turn simplifies equation (IV.18) as follows: 

[
𝑢1
𝑢2
] = [

𝐾𝑑 . 휀𝑑

−𝑘Ω1. Ω̇ + 𝑘Ω2. 휀Ω + 𝑘𝛺3 ∫ 휀𝛺𝑑𝑡
∞

0

]                                                   (IV.20) 

With 𝑘𝑑 , 𝑘Ω1, 𝑘Ω2 and 𝑘Ω3 are identified to the following values: 
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               {

𝑘𝑑 = 1000                    
𝑘Ω1 = 55000                
𝑘Ω2 = 6000000           
𝑘Ω3 = 80000                

                                                        (IV.21) 

Figure. IV.3 shows the simulation of the PMSM control architecture based on FBLC: 

 

Figure IV.3: Block diagram of PMSM controlled by FBLC 

IV.4 Design of the PMSM control based on the BSC 

Backstepping or BSC is widely used in control theory and has been applied to various types of 

nonlinear systems, including mechanical systems, electrical systems, and more. It works 

especially well with systems that are challenging to regulate using conventional linear control 

techniques. Backstepping's main concept is to break down the control problem into a number of 

easier-to-manage sub problems, and then create a controller for each of these smaller issues. 

Ordinary differential equation (ODE) systems are frequently subjected to the backstepping 

control approach. The procedure entails iteratively creating a series of controllers, each of which 

handles a particular aspect of the dynamics of the system. A Lyapunov function is employed at 

each stage to show that the closed-loop system is stable. As more controllers are added, the 

Lyapunov function helps guarantee that the system as a whole stays stable. 

IV.4.1 Definition of the BSC 

Another well-liked nonlinear control method for examining system stabilization using the 

Lyapunov function candidate is backstepping control. It is a multi-step procedure where each 

stage creates a virtual control to guarantee that the system converges to its equilibrium state. It 

is a technique for designing controllers for nonlinear systems by breaking down the control 

problem into smaller, more tractable parts and designing controllers for each of these parts in a 

systematic and recursive manner. This approach is particularly useful for addressing complex 

and nonlinear dynamics in control systems. The concept of backstepping was created by 

Kanellakopoulos et al. (1991) and was influenced by the research of T. Sinias (1989), Kokotivic 

& Sussmann (1989), and Feurer & Morse (1978) [122,123]. 
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IV.4.2 Principal of the BSC 

Designing a controller for nonlinear systems can be done methodically with the help of BSC. 

Specifically, the goal is to compute a control law that ensures the derivative of a given 

(Lyapunov) function is always negative and is positive definite. By breaking up the system into 

a number of nested subsystems with descending order, the technique is implemented. The 

foundation of this control method is the development of an algorithm that, for a given subsystem, 

simultaneously designs the passive (virtual) control law, the adaption dynamics, and the 

Lyapunov function that ensures stability. Next, based on the system order, we compute a new 

virtual order and a second Lyapunov function for the second subsystem, and so on. Lastly, we 

derive the control expression that ensures the system's overall performance and stability. Similar 

to other control strategies examined, the backstepping technique's application is restricted to 

specific system types [122,124]. To be able to write the system in “strict feedback” form, we 

apply a change of variable, the system of equation (II.34) becomes: 

 

{
 
 
 

 
 
 
�̇�1 = 𝜑2
�̇�2 = 𝜑3

                                                                              

⋮                                                                              
�̇�𝑖−1 = 𝜑1                                                                           

⋮                                                                               
�̇�𝑛−1 = 𝜑𝑛                                                                          

�̇�𝑛 = 𝑓𝑛(𝜑1, 𝜑2… 𝜑𝑛) + g𝑛(𝜑1, 𝜑2… 𝜑𝑛). 𝑢(t)
𝑦 = 𝜑1                                                                           

      

                              (IV.22) 

Where; 𝜑 is new state vector and it is identified as:  𝜑 = [𝜑1 𝜑2 … 𝜑𝑛]𝑇. 

The aim of this variable modification is to identify, via the variable 𝜑2, a virtual control law for 

the system's first equation (IV.22). This control law is controlled by 𝜑3, and for the last equation, 

the control law 𝑢 controls the entire system. The steps involved in this approach are outlined 

below. 

 1st step: A specified trajectory must be able to be followed by the system. This is equivalent 

to creating a tracking controller. The following defines the error between output 𝑦 and its 

reference 𝑦∗: 

휀1 = 𝑦
∗ − 𝑦 = 𝑦∗ − 𝜑1                                                                  (IV.23) 

   The derivative of this error is: 

휀1̇ = �̇�
∗ − �̇�1 = �̇�

∗ − 𝜑2                                                          (IV.24) 

Then the first Lyapunov function will be chosen as follows: 

𝑉1 =
1

2
휀1
2                                                                           (IV.25) 

The derivative of this function is: 

�̇�1 = 휀1. 휀1̇ = 휀1(�̇�
∗ − �̇�1) = 휀1(�̇�

∗ − 𝜑2)                                                 (IV.26) 
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For the first variable to converge towards its reference, the derivative of the Lyapunov 

function must be negative, for this we choose: 

�̇�∗ − 𝜑2 = −𝑘1휀1                                                            (IV.27) 

With 𝑘1 > 0  

Through the relation of equation (IV.27), we can write as follows: 

𝜑2 = �̇�
∗ + 𝑘1휀1                                                                    (IV.28) 

The value that the state 𝜑2 must adopt for the Lyapunov function to remain stable is indicated 

by the previous equation. Nevertheless, direct action on the state 𝜑2 is not feasible. Therefore, 

to represent the desired (reference) value of the state, the notation 𝜑2
∗ will be employed. The 

intended value that the state provides is indicated by: 

𝜑2
∗ = �̇�∗ + 𝑘1휀1                                                                   (IV.29) 

 2nd step: Since the state 𝜑2 cannot be directly altered, it is doubtful that it would follow 

its trajectory exactly. For this reason, an additional error term is included: 

휀2 = 𝜑2
∗ − 𝜑2 = �̇�

∗ + 𝑘1휀1 − 𝜑2                                                (IV.30) 

Its derivative is then: 

휀2̇ = �̈�
∗ + 𝑘1휀1̇ − �̇�2                                                         (IV.31) 

From equation (IV.24) and equation (IV.30): 

휀1̇ = �̇�
∗ − 𝜑2 = 휀2 − 𝑘1휀1                                                      (IV.32) 

Replacing equation (IV.31) in equation (IV.32): 

휀2̇ = �̈�
∗ + 𝑘1(휀2 − 𝑘1휀1) − �̇�2                                                  (IV.33) 

This time, an additional term that accounts for any errors on the state 𝜑2 is added to the 

Lyapunov function. The following is the new candidate function: 

𝑉2 =
1

2
(휀1

2 + 휀2
2)                                                                     (IV.34) 

The derivative of this function is: 

�̇�2 = 휀1. 휀1̇ + 휀2. 휀2̇ 

      = 휀1(휀2 − 𝑘1휀1) + 휀2(�̈�
∗ + 𝑘1(휀2 − 𝑘1휀1) − �̇�2) 

                                              = −𝑘1휀1
2 + 휀2(휀1 − �̇�2 + �̇�2

∗)                                                   (IV.35) 

In order to satisfy the Lyapunov criterion, the term enclosed in square brackets needs to equal 

(−𝑘1휀2), as this equation demonstrates: 

 휀1(1 − 𝑘1
2) + 𝑘1휀2 − 𝜑3 + �̈�

∗ = −𝑘2휀2                                             (IV.36) 

From where we can choose the second virtual order 𝜑3 as: 
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𝜑3
∗ = 휀1(1 − 𝑘1

2) + 휀2(𝑘1 + 𝑘2) + �̈�
∗                                              (IV.37) 

Where 𝑘2 is a non-zero positive parameter in the same way as 𝑘1, This would cause the 

Lyapunov function to take the following form: 

�̇�2 = −𝑘1휀1
2−𝑘2휀2

2
                                                                (IV.38) 

In this sense, the function 𝑉2 would fully satisfy the Lyapunov conditions. The error function 

then always converges towards zero since the selected control law guarantees that the function 

𝑽𝟐is always positive and its derivative �̇�2 is always negative. 

 ith step: for the step “i”, it the same of the first step: 

휀𝑖 = 𝜑𝑖
∗ − 𝜑𝑖                                                                          (IV.39) 

The lyapunov function is defined by: 

𝑉𝑖 =
1

2
∑ 휀𝑗

2𝑖
𝑗=1                                        (IV.40) 

After that, we have: 

휀�̇�−1 = 휀1 − 𝑘𝑖−1휀𝑖−1 − 휀𝑖−2                                                      (IV.41) 

�̇�𝑖 = −∑ 𝑘𝑗휀𝑗
2 + 휀𝑖(휀𝑖−1 − �̇�𝑖 + �̇�𝑖

∗)𝑖−1
𝑗=1                                             (IV.42) 

The virtual control is therefore: 

𝜑𝑖+1
∗ = 𝑘𝑖휀𝑖 + 𝑘𝑖−1휀𝑖−1 + �̇�𝑖

∗                                                 (IV.43) 

Where;  𝑘𝑖 , 𝑘𝑖−1 > 0 

 nth step : the error in this step is defined by: 

휀𝑛 = 𝜑𝑛
∗ − 𝜑𝑛                                                         (IV.44) 

The lyapunov function of this step is defined by: 

 𝑉𝑛 =
1

2
∑ 휀𝑗

2𝑛
𝑗=1                                                                 (IV.45) 

Then, we have: 

휀�̇�−1 = 휀𝑛 − 𝑘𝑛−1휀𝑛−1 − 휀𝑛−2                                                    (IV.46) 

�̇�𝑛 = −∑ 𝑘𝑗휀𝑗
2 + 휀𝑛(휀𝑛−1 − �̇�𝑛 + �̇�𝑛

∗)𝑛−1
𝑗=1                                          (IV.47) 

The virtual control in this case represents the actual control 𝑢: 

𝑢 = 𝑓𝑛(휀𝑛−1, 휀𝑛, �̇�𝑛
∗)                                                       (IV.48) 

Finally, the control law based on the backstepping technique is designed as follows: 

𝑢 = 𝑘𝑛휀𝑛 + 𝑘𝑛−1휀𝑛−1 + �̇�𝑛
∗                                                 (IV.49) 

Where,  𝑘𝑛, 𝑘𝑛−10 
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Moreover, Figure. IV.4 is illustrated the backstepping control principle diagram: 

 

Figure IV.4 : Backstepping control principle diagram 

IV.4.3 Design of the BSC on the PMSM model  

Firstly, the model of PMSM is based on the nonlinear model given in equation (II.34), equation 

(II.35) and equation (II.36) respectively, where the variable states are direct and quadratic 

current and the speed. In order to apply the BSC, we should identified the dynamic errors as 

follows [121]: 

{

휀Ω = Ω
∗ − Ω 

휀d = 𝑖
∗ − i𝑑   

휀q = i𝑞
∗ − i𝑞 

                                                                            (IV.50) 

Two primary steps must be tracked in order to apply backstepping control to PMSM. These 

are as follows: 

1st step : Initially, we will examine electromechanical decoupling and employ the candidate 

Lyapunov function (CLF) to guarantee the same reference by guaranteeing the direct current 

direction I𝑑
∗ = 0). The definition of the CLF and its derivation is [121]: 

{
𝑉1 =

1

2
휀Ω
2             (𝑉1 > 0)

�̇�1 = 휀Ω̇휀Ω           (�̇�1 < 0)
                                                             (IV.51) 

By adopting this configuration, errors will be eradicated, and the system will attain stability. 

Consequently: 

{
휀Ω̇ = −𝑘Ω휀Ω           

�̇�1 = −𝑘Ω휀Ω
2        

                                                             (IV.52) 

The tracking error of the angular speed in the closed-loop is displayed in following equation: 

휀Ω̇ = Ω
∗ − (3.

𝑝

2.𝑗
)𝜓𝑓 . 𝑖𝑞

∗ +
𝐹

𝑗
. Ω +

1

𝑗
. 𝑇𝑙                                                                         (IV.53) 

The quadratic current reference is provided as follows because the reference speed is a step 

function: 

𝑖𝑞
∗ =

2

3𝑝𝜓𝑓
(𝑗. 𝑘Ω. 휀Ω + 𝐹.Ω + 𝑇𝑙)                                                                              (IV.54) 

2nd step: The virtual control is created in the second stage by applying direct and quadratic 

current, and the real control voltage is then determined as follows: 
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{
𝑉2 =

1

2
휀Ω
2 +

1

2
휀d
2 +

1

2
휀q
2            (𝑉2 > 0)

�̇�2 = 휀Ω̇휀Ω + 휀ḋ휀d + 휀q̇휀q         (�̇�2 < 0)
                                              (IV.55) 

For the stable system, we can write as: 

{
휀ḋ = 𝑖𝑑

∗ − 𝑖𝑑 = 
𝑅𝑠

𝐿𝑑
. 𝑖𝑑 −

𝐿𝑞

𝐿𝑑
. 𝑝. Ω. 𝑖𝑞 − 

1

𝐿𝑑
. 𝑣𝑑 = −𝑘d. 휀d                             

휀�̇� = 𝑖�̇�
∗ − 𝑖�̇�  = 𝑖̇𝑞

∗ +
𝑅𝑠

𝐿𝑞
. 𝑖𝑞 +

𝐿𝑑

𝐿𝑞
. 𝑝. Ω. 𝑖𝑑 +

𝜓𝑓

𝐿𝑞
. 𝑝. Ω − 

1

𝐿𝑞
. 𝑣𝑞 = −𝑘q. 휀q

            (IV.56) 

Where 𝑖̇𝑞
∗ is the derivate of the reference quadratic current that is represented in equation 

(IV.54) 

 Finally, the control law was obtained as follows: 

{
𝑣𝑑 = 𝐿𝑑 . 𝑘d. 휀d + 𝑅𝑠𝑖𝑑 − 𝐿𝑞 . 𝑝. Ω. 𝑖𝑞                                    

𝑣𝑞 = 𝐿𝑞 . 𝑘q. 휀q + 𝑅𝑠𝐼𝑞 + 𝐿𝑑 . 𝑝. Ω. 𝑖𝑑 + 𝜓𝑓 . 𝑝. Ω + 𝐿𝑞 . 𝑖̇𝑞
∗ 

                        (IV.57) 

 Where 𝑘d , 𝑘q 𝑎𝑛𝑑 𝑘Ω are positive. 

Figure. IV.5 shows the simulation of the PMSM control architecture based on BSC: 

 

Figure IV.5 : Block diagram of BSC for the PMSM system 

IV.4.4 Design of the IBSC on the PMSM model 

Variations in PMSM parameters have an impact on how well the backstepping technique works. 

For this reason, improving this method through an integrated action is required to address this 

kind of issue. In essence, this means adding integrators to the PMSM model and continuing to 

use the traditional backstepping technique to this new model. The stabilization of the Lyapunov 

candidate will cause the integral action to be automatically transferred from the model to the 

control law [125, 126]. In order to apply the integral backstepping (IBSC), this section will 

present the essential steps to apply the integral backstepping technique, the dynamic errors of 

the speed and current loop for the IBSC design are designed as follows: 
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{
 
 

 
 𝑒Ω = 휀Ω + 𝑘1 ∫ (휀Ω)𝑑𝑡

𝑡

0
 

𝑒d = 휀d + 𝑘2 ∫ (휀d)𝑑𝑡
𝑡

0
  

𝑒q = 휀q + 𝑘3 ∫ (휀q)𝑑𝑡
𝑡

0
 

                                                              (IV.58) 

Where 휀Ω, 휀d 𝑎𝑛𝑑 휀q are the dynamic errors to the BSC design (equation (IV.50)) 

 1st step: for the speed loop, we’ll apply the same steps that the BSC based on the PMSM, 

the speed and equivalent currents in the d-q axis are taken as manipulating variables to make 

control action live. IBSC used to study the speed error in a static regime is based on the 

Lyapunov candidate as follows: 

{
𝑉Ω =

1

2
𝑒Ω
2              

�̇�Ω = �̇�Ω𝑒Ω           
                                                 (IV.59) 

 To ensure the system stability, the following conditions must be respected. 

{
𝑉Ω > 0

�̇�Ω < 0 
                                                             (IV.60) 

Therefore, we have:  

{
�̇�Ω = −𝑘Ω. 𝑒Ω            
�̇�Ω = −𝑘Ω. 𝑒Ω

2 < 0 
                                                    (IV.61) 

 

Where 𝑘𝜔 𝑎𝑛𝑑 𝑘1  are constant and positive. 

From equation (IV.58) and equation (IV.60), we have: 

�̇�Ω = −𝑘Ω. 𝑒Ω = Ω̇
∗ − Ω̇ + 𝑘1. (Ω

∗ − Ω)                                      (IV.62) 

If the speed reference is in the form of a step function, the expression of the dynamic error 

derivative of the speed will be: 

�̇�Ω = −
3.𝑝

2.𝑗
(𝐿𝑑 − 𝐿𝑞). 𝑖𝑑 . 𝑖𝑞 −

3.𝑝

2.𝑗
. 𝜓𝑓 . 𝑖𝑞 +

1

𝑗
. 𝑇𝑙 + 

𝐹

𝑗
Ω+ 𝑘1휀Ω = −𝑘Ω. 𝑒Ω             (IV.63) 

This type of used control depends on the virtual variables which are the state variables: direct 

current and quadratic current. These virtual variables make it possible to give an estimated value 

of zero to the direct component of the current and to give the reference expressed by equation 

(IV.7) to the quadratic current. Hence, the direct and quadratic current references become as 

follows: 

{
𝑖𝑑
∗ = 0                                                                        

𝑖𝑞
∗ = (

2.𝑗

3.𝑝.𝜓𝑓
) . (𝑘Ω. 𝑒Ω + 𝑘1휀Ω +

𝐹

𝐽
. Ω +

1

𝑗
. 𝑇𝑙)

                         (IV.64) 

 2ndstep: In the d-q axis, we study the stabilization of the dynamic errors of direct and 

quadratic currents to use the Lyapunov candidate. 

{
𝑉𝑑𝑞 =

1

2
𝑒Ω
2 +

1

2
𝑒d
2 +

1

2
𝑒q
2            (𝑉𝑑𝑞 > 0)

�̇�𝑑𝑞 = �̇�Ω𝑒Ω + �̇�d𝑒d + �̇�q𝑒q         (�̇�𝑑𝑞 < 0)
                               (IV.65) 

The Lyapunov candidate expression will become as follows: 
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�̇�𝑑𝑞 = −𝑘Ω. 𝑒Ω
2 − 𝑘𝑑 . 𝑒𝑑

2 − 𝑘𝑞 . 𝑒𝑞                              
2  

                                        +𝑒Ω (
3.𝑝

2.𝑗
(𝐿𝑑 − 𝐿𝑞). 휀𝑑 . 𝑖𝑞 +

3.𝑝

2.𝑗
. 𝜓𝑓 . 휀𝑞 −

1

𝐽
𝑇𝑙 −

𝑘Ω

𝑗
. 𝑒Ω)     

   +𝑒𝑑 (
1

𝐿𝑑
(𝑅𝑠. 𝑖𝑑 − 𝑝. 𝐿𝑞 . Ω. 𝑖𝑞 − 𝑣𝑑) + 𝑘2. 휀𝑑 + 𝑘𝑑 . 𝑒𝑑)                                                 

+𝑒𝑞 (
𝑑𝑖𝑞
∗

𝑑𝑡
+

1

𝐿𝑞
(𝑅𝑠. 𝑖𝑞 + 𝑝. 𝐿𝑑 . Ω. 𝑖𝑑 + 𝑝.𝜓𝑓 . Ω − 𝑣𝑞) + 𝑘3. 휀𝑞 + 𝑘𝑞 . 𝑒𝑞)     (IV.66) 

According to the stabilization law of this system, the differentiation of the new Lyapunov 

function must be negative. Thus, the laws of control of the 𝑣𝑑 and 𝑣𝑞 voltages will be given by 

following equation: 

{
𝑣𝑑 = 𝑅𝑠. 𝑖𝑑 − 𝑝. 𝐿𝑞 . Ω. 𝑖𝑞 +

3.𝑝.𝐿𝑑

2.𝑗
(𝐿𝑑 − 𝐿𝑞). 휀Ω. 𝑖𝑞 + 𝐿𝑑 . 𝑘2. 휀𝑑 + 𝐿𝑑 . 𝑘𝑑 . 𝑒𝑑                  

𝑣𝑞 =
𝑑𝑖𝑞
∗

𝑑𝑡
+ 𝑅𝑠. 𝑖𝑞 + 𝑝. 𝐿𝑑 . Ω. 𝑖𝑑 + 𝑝. 𝜓𝑓 . Ω +

3.𝑝.𝐿𝑞

2.𝑗
. 𝜓𝑓 . 휀Ω + 𝐿𝑞 . 𝑘3. 휀𝑞 + 𝐿𝑞 . 𝑘𝑞 . 𝑒𝑞        

(IV.67)                  

Figure. IV.6 shows the simulation of the PMSM control architecture based on IBSC: 

 

Figure IV.6 : Block diagram of IBSC for the PMSM system 

IV.5 Design of the PMSM control based on SMC 

The notion of sliding mode (SM) control was first presented in published works in the 1930s, 

and the first applications of SM control realization included ship-course control and DC 

generator control. Actually, Russian engineers were the ones who started the theory and 

application development of SM control, and in the 1950s, Russian literature reported on the 

theoretical framework that eventually made SM control applications widely available. 

Subsequently, the work was published in English-language manuscripts outside of Russia by 

Itkis (1976) and Utkin (1977). Since then, control theorists and working engineers all around 

the world have become quite interested in the SM control theory [127-129]. 
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IV.5.1 Definition of the SMC 

The SM control is a type of nonlinear control that was created mainly to govern systems with 

changeable structures. The goal is to force the dynamics of the system under control to follow 

precisely what is desired and predetermined. Technically, it consists of a time-varying state-

feedback discontinuous control law that switches at a high frequency from one continuous 

structure to another according to the present position of the state variables in the state space. 

The primary benefit of a system possessing SM control characteristics is its assured stability 

and resilience against uncertainties and disturbances. Furthermore, compared to other nonlinear 

control systems, the SM control method is comparatively simple to apply since it offers a great 

degree of freedom in its design options. Because of these characteristics, SM control is widely 

used in industrial applications such as electrical drivers, renewable energy, automobile control, 

furnace control, etc. It is also highly suited for applications in nonlinear systems [127-131]. 

IV.5.2 Principal of the SMC 

Providing a switching surface in accordance with the laws of existence, convergence, and 

stability is the primary function of sliding mode control. The state trajectory can reach the 

switching surface by making the necessary structural adjustments to the controlled system. A 

system whose structure varies while it is in operation is said to have a changeable structure. 

Such systems that are controlled by sliding mode typically operate in two ways: first by 

convergent towards the surface, and second by sliding along it. The phase trajectory, therefore, 

moves asymptotically towards the equilibrium point with a dynamic described by the sliding 

mode after reaching the switching surface in a finite amount of time (the non-sliding mode) 

from any initial state [130,132,133]. Reaching Mode (RM), Sliding Mode (SM), and steady-

state mode (SS) are the three phases or modes that such a system often goes through in structure-

variable control [134]. These modes are depicted in the phase plane in Figure. IV.7. The 

synthesis of sliding mode control systematically considers the issues of superior performance 

and stability in its methodology. Generally speaking, three actions need to be taken in order to 

implement this kind of control. [135,136]: 

  Choice of the sliding surface; 

  Determination of sliding conditions; 

 Calculation of SMC law. 

 

Figure IV.7 : System trajectory on the phase plane 
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A. Choice of the sliding surface 

Depending on the application and the desired outcome, the surface chosen for sliding mode 

control takes into account not only the required number of these surfaces but also their shapes. 

These surfaces can be linear or non-linear expressions with constant or variable parameters, and 

their components can be represented by algebraic relationships between the system's state 

variables. A sliding mode controller's primary goal is to maintain the controlled system's states 

on a predetermined surface S(x), by directing them there. The intended nonlinear system is 

modelled in equation (II.34). Based on the J.J.Slotine proposition, the general formula for 

sliding surfaces is designed as follows [137-140]: 

𝑆(𝑥, 𝑡) = (
𝑑

𝑑𝑡
+ 𝜆)

𝑛−1
𝑒(𝑡)                                                         (IV.68) 

Where 𝜆 is a positive number chosen by the designer (scaling factor), 𝑆(𝑥, 𝑡) is the sliding 

surface, 𝑒(𝑡) is the tracking error between the reference and actual state variable and n is the 

system’s order. The tracking error expression is obtained as follows: 

𝑒(x, 𝑡) = 𝑥∗ − 𝑥                                                        (IV.69) 

Where, 𝑥∗, 𝑥 are the reference and the actual of the state vectors, and they are identified as 

follows: 

{
𝑥∗ = [𝑥∗ �̇�∗ �̈�∗ …]𝑇

𝑥 = [𝑥 �̇� … 𝑥𝑛−1]𝑇
                                                 (IV.70) 

B. Determination of sliding conditions 

The requirements that enable the various dynamics of the system to converge towards the sliding 
surface and stay there regardless of the disturbance are known as the conditions of existence and 
convergence. Two categories of conditions are presented here, namely[141]: 

 Direct approach: The earliest method is this one, which is put forth and researched by 
Emilyanov [142] and Utkin [143]. In this condition, it is necessary to incorporate the 
values immediately preceding and following the commutation point for both S(x) and 
its derivative.” It is provided as follows: 

�̇�(𝑥). 𝑆(𝑥) < 0                                                                (IV.71) 
 Lyapunov approach: In the Lyapunov approach, one selects a Lyapunov candidate 

function 𝑉(𝑥) > 0 (a positive scalar function) for the system's state variables. The 

objective is to design a control law that ensures the function's derivative, �̇�(𝑥) < 0 

[144,145]. The candidate Lyapunov function is designed as follows: 

    𝑉(𝑥) =
1

2
𝑆2(𝑥)                                                               (IV.72) 

By deriving the latter, we obtain: 

�̇�(𝑥) = �̇�(𝑥). 𝑆(𝑥)                                                           (IV.73) 

It is sufficient to guarantee that the derivative of the function V(x) is negative in order for it to 

decline. Thus, the requirement for convergence as stated by: 

     �̇�. 𝑆 < 0                                                       (IV.74) 
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This condition is used to evaluate the robustness, stability, and control performance of nonlinear systems 

[100]. 

C. Calculation of control law 

Firstly, the control law based on SMC consists of two components: the equivalent” 𝑢𝑒𝑞(𝑡) “and the 

switching” 𝑢𝑠(𝑡)”. It is designed as follows: 

𝑢(𝑡) = 𝑢𝑒𝑞(𝑡) + 𝑢𝑠(𝑡)                                                  (IV.75) 

 

Figure IV.8 : Block diagram of SMC based nonlinear plant 

In order to calculate the control law, the operation of SMC is often organized into two primary 

phases: a sliding phase and an approaching phase [129, 146]. To ensure that the system state 

stays on the sliding surface until the desired control performance is achieved, the first phase 

involves choosing an appropriate sliding manifold. Depending on the two conditions indicated 

in equation (IV.76), the equivalent component 𝑢𝑒𝑞(𝑡) can be calculated to hold the system 

stationary on the sliding surface during this phase [57,142].   

{
𝑠(𝑥, 𝑡) = 0
�̇�(𝑥, 𝑡) = 0

                                                                (IV.76) 

The system is forced to reach the sliding surface in a finite period of time in the second phase, 

which makes the system state an invariant manifold. This allows for the creation of an 

appropriate control law, which is known as the switching or reaching component 𝑢𝑠(𝑡). 

Therefore, the suitable sliding conditions for this phase are as follows [94,142]: 

{
𝑠(𝑥, 𝑡) = 0
�̇�(𝑥, 𝑡) ≠ 0

                                                                (IV.77) 

For the classical SMC design the switching component is given by the basic form which is that 

of a relay represented by the function “sign” abbreviated “sign” [141].  

𝑢𝑠(𝑡) = 𝐾. 𝑠𝑖𝑔𝑛(𝑆(𝑥))                                               (IV.78) 

The following figure represents the function of the discrete relay type control: 

 

Figure IV.9 : Sign function (Relay type control) 
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IV.5.3 Stages of solving classical SMC problems  

In reality, the sliding mode control is the feedback controller's structural changes that take place 

in accordance with predetermined rules when the system state moves across various state space 

regions. It gives the control systems a degree of adaptability to changes in internal parameters 

and outside disturbances, enabling the system to operate as intended. Nevertheless, chattering 

is present because of the discrete switch control and sliding mode control rule, this phenomenon 

is present in Figure. IV.7. Furthermore, the actual system is unable to achieve the optimum 

sliding mode control switching frequency of infinity. Furthermore, in real-world scenarios, the 

chattering phenomenon in sliding mode control might be caused by a switch with a time delay, 

discontinuous sampling, system inertia, or even an error in state measurement. The sliding mode 

control system can therefore be thought of as a high gain system with high frequency jitter, 

which could have disastrous effects for control systems. As a result, the chattering problem is 

now the largest barrier to sliding mode control technology development. Without interruption, 

the academics have persisted in lessening or stopping their chattering. Many researchers have 

worked quite hard in their various fields of study to decrease or eradicate chattering [116]. The 

enhanced SMC control structures that have been suggested to enhance the traditional SMC are 

depicted in the accompanying figure. 

 

Figure IV.10 : Summary of SMC enhancement techniques 
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A. Pseudo-sliding mode 

Improving the control law to lessen the effect of chattering is the initial idea in reducing 

chattering. The concepts of the "boundary layer" and the "pseudo-sliding mode" were first 

mentioned in literature [147]. To achieve sliding mode control, it used saturation function 

𝑠𝑎𝑡(𝑠, 𝛿)rather than sign function 𝑠𝑔𝑛(𝑠). 

𝑠𝑎𝑡(𝑠, 𝛿) = {
𝑠𝑔𝑛(𝑠)                 𝑖𝑓:   |𝑠| > 𝛿
𝑠
𝛿⁄                         𝑖𝑓:  |𝑠| ≤ 𝛿

     𝛿 > 0                                         (IV.79) 

It employs switch sliding mode control when it is outside the boundary layer. If not, continuous 

state feedback control is used inside the boundary layer. It eliminates the chattering in this 

approach, but the finite time convergence is lost. The saturation function and sign function are 

shown in Figure. IV.11 [116]. 

 

Figure IV.11 : Sign function sgn(s) and saturation function 

Afterwards, a lot of academics begin researching the boundary layer and switch function. A 

few of them suggest serializing the unit vector. 

𝑢(𝑠, 𝛿) = 𝑘
𝑠

|𝑠|+𝛿
                                                                     (IV.80) 

It is known as a signum-like function in some publications. In this case, choosing 𝛿 can ensure accuracy. In 

addition, power law interpolation exists. 

𝑢(𝑠, 𝛿) = {

𝑘𝑠𝑔𝑛(𝑠)                                   𝑖𝑓:      |𝑠| > 𝛿

𝛿(𝛿 |𝑠|⁄ )(𝑞−1)𝑠𝑔𝑛(𝑠)                     𝑖𝑓:       0 < |𝑠| ≤ 𝛿

0                                                 𝑖𝑓:          𝑠 = 0

     𝑞 ∈ [0,1)                    (IV.81) 

In addition, the original switch function 𝑠𝑔𝑛(𝑠) has been replaced with arc tangent function 𝑢(𝑠, 𝛿) = 𝑘. tan−1 (
𝑠

𝛿
), 

hyperbolic curve 𝑢(𝑠, 𝛿) = tanh (
s

δ
), and so on. Their goal is to lessen or get rid of the chatting. Figure. IV.12 

displays the various approximations of the functions. 
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(a) 

 
(b) 

Figure IV.12 : Approximated function effect schematic plan; (a): tangent function, (b): hyperbolic curve 

The control effect will be better the smaller the boundary layer. However, this will also increase the control gain 

and improve chattering; conversely, chattering will decrease as the boundary layer increases. However, they will 

lessen the gain in control, making the effects of control worse. As a matter of fact, the approximate sliding mode 

control strikes a compromise between system robustness and performance [116]. 

B. Approach Reaching Law 

Prof. Gao Weibing proposed approach law in 1989. Where, the reaching law method aims to 

eliminate the chattering caused by non-ideal reaching at the end of the reaching phase. In sliding 

mode control, reaching law is the differential equation that specifies the dynamics of a switching 

function. Moreover, it is used to study dynamic quality of arrival procession, when the system 

converges from the any initialization within limited time. According to the different system, we 

can design the various approach law, such as [116, 148,149]: 

 Uniform approach law (UAL):                 �̇� = −𝜖. 𝑠𝑔𝑛(𝑆) ,                                               𝜖 > 0 

 Power approach law (PAL):                     �̇� = −𝑘|𝑆|𝛼 . 𝑠𝑔𝑛(𝑆),                                          𝑘 > 0  , 0 < 𝛼 ≤ 1 

 Exponential approach law (ERL):           �̇� = −𝜖. 𝑠𝑔𝑛(𝑆) − 𝑘. 𝑆                                        𝜖 > 0,     𝑘 > 0   

 Twisting Algorithm :                                �̇� = −𝑟1. 𝑠𝑔𝑛(𝑆) − 𝑟2. 𝑠𝑔𝑛(�̇�)                             𝑟1  >  𝑟2 > 0 

 Suboptimal Algorithm (SPA):                 �̇� = −𝑟1. 𝑠𝑔𝑛(𝑆 − 𝑆
∗ 2⁄ ) + 𝑟2. 𝑠𝑔𝑛(𝑆

∗)                𝑟1  >  𝑟2 > 0 

 Supper-twisting Algorithm (STA)            �̇� = −𝜂. |𝑆|𝜌𝑠𝑖𝑔𝑛(𝑆) − 𝑏 ∫ 𝑠𝑖𝑔𝑛(𝑆)                       𝜂, 𝑏 > 0  , 0 <

𝜌 ≤ 0.5 

 General approach law:                            �̇� = −𝜖. 𝑠𝑔𝑛(𝑆) − 𝑓(𝑆)                                       𝑆. 𝑓(𝑥) > 0 

Using the exponential approach law as an example, it is possible to lessen the high frequency 

chattering of the control signal while simultaneously ensuring the dynamic quality of the sliding 

mode arrival procession by adjusting the parameters 𝑘 and 𝜖. But chattering will occur if the 𝜖 

is too high [116].  

About the suboptimal algorithm, when �̇� was equal to zero the last time, 𝑆∗ is the value of 𝑆 that 

was detected. 𝑆∗ starts out with a value of 0. For this controller to be implemented on a computer, 

successive measurements of �̇� or 𝑆 are necessary. The detection �̇�=0 often happens when the 

sign of the difference between consecutive ∆𝑆 readings changes. Time-optimal control of a 

double integrator is the direct source of the suboptimal concept [150]. 

The super twisting algorithm has been proposed by Pr.Levant. The super twisting algorithm 

simultaneously stabilizes the sliding surface with its derivative at zero, where no noise input 

contributes to the design of the control law. In addition, it contributes to overcoming chattering 

problems, reaching speed, and anti-disturbance ability. The super twisting algorithms (STA) are 
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based on two important parts to construct the control law: the first part is related to time and is 

determined by its derivative. As for the second, it is determined by the function of the sliding 

variable [57,151]. 

C. High Order Design 

Over the past ten years, a novel technique called high-order sliding mode control (HOSMC) has 

been put forth [151]. It is an advanced control methodology that extends the principles of 

traditional sliding mode control (SMC) to achieve improved performance, robustness, and 

tracking accuracy in dynamic systems. In HOSMC, the sliding surface is designed to have 

higher-order dynamics, allowing for the incorporation of additional derivatives of the system 

states. This enables a more sophisticated and precise representation of the system's behavior, 

particularly in the presence of uncertainties and disturbances. The HOSMC can be designed as 

multifilters, as shown in Figure. IV.13.  

 

Figure IV.13 : Multifilters design to the HOSMC 

The key advantage of HOSMC lies in its ability to address chattering, a phenomenon associated 

with traditional SMC, where the control signal exhibits high-frequency oscillations. By 

introducing higher-order terms in the sliding surface, HOSMC aims to reduce chattering and 

enhance the overall control quality. The methodology is particularly effective in systems with 

complex dynamics and nonlinearities, offering a robust solution for applications in aerospace, 

automotive, and other engineering domains. 

 Integral sliding mode control (I-SMC): In traditional sliding mode control, the sliding 

phase is where the system becomes resilient against changes in parameters and outside 

disturbances. Until then, or in the reaching phase, the robustness cannot be assured. 

Utkin and Jingxin devised integral sliding mode control (ISMC) (equation (IV.82)) to 

solve this issue by doing away with the reaching phase, which enforces the sliding phase 

during the whole system response [152]. Additionally, in integral SMC, the order of 

motion equation is equal to the order of the original system rather than being lowered by 

the control input dimension. The continuous nominal control and discontinuous nominal 

control, which make up the control law, are in charge of maintaining the nominal 

system's operation in the absence of disturbances and rejecting disturbances, 

respectively. Therefore, system robustness may be ensured from the start with this kind 

of SMC. Furthermore, since the value is typically larger during the reaching phase, 

ISMC requires a smaller maximum control magnitude than conventional SMC [153, 

154]. 

𝑆(𝑥, 𝑡) = 𝑒(𝑡) − ∫ (𝑎 + 𝑏𝐾). 𝑒(𝜏)𝑑𝜏
𝑡

0
                                             (IV.82) 

 Terminal sliding mode control (T-SMC): For quick and finite-time state convergence 

during the sliding mode phase, terminal sliding mode (TSM) control uses terminal 
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sliding surfaces where fractional power is introduced. The rate of convergence will 

accelerate close to the equilibrium point, making this controller the preferable choice for 

high precision control. Due to the recursive structure of switching manifolds, the 

standard terminal SMC (equation (IV.83)) has a singularity problem that could arise if 

the beginning circumstances are not chosen properly [155,156,157]. The two-phase 

control approach, which induces the system state into a non-singular area before finite 

time convergence control, was used to overcome the singularity in TSM [158]. By 

alternating between TSM and linear hyperplane based sliding mode, non-singularity was 

guaranteed in [159]. Nevertheless, the singularity effect is not completely eliminated as 

the boundary approaches zero. Moreover, the benefit of TSM is lessened when the 

boundary is rather large [156]. 

𝑆(𝑥, 𝑡) = �̇�(𝑡) + 𝛽. 𝑒(𝑡)
𝑞

𝑝                                                    (IV.83) 

Where, 𝛽 > 0;  𝑝, 𝑞  are positive odd integers, 𝑝 > 𝑞 

 Non-singular terminal sliding mode controller (NT-SMC): It was suggested that the 

traditional terminal sliding mode control's singularity issue be resolved entirely. 

Compared to traditional SMC, NTSM produces smaller tracking errors, improved anti-

disturbance capabilities, faster settling times, and reduced chattering. According to 

SMC, controller enhancement still entails setting the switching gain at a greater value. 

Therefore, in order to enhance controller performance, significant chattering cannot be 

prevented because of discontinuity term. Providing good convergence has another 

disadvantage, particularly when the system state is out of equilibrium [160]. 

Furthermore, when NTSM's performance gets close to that of linear SMC, poor 

parameter selection may have an impact on the pace of convergence [161]. The surface 

design of the NT-SMC is identified as follows:  

𝑆(𝑥, 𝑡) = �̇�(𝑡) +
1

𝛽
. 𝑒(𝑡)

𝑝

𝑞                                                    (IV.84) 

Where, 𝛽 > 0;  𝑝, 𝑞  are positive, 1 <
𝑝

𝑞
< 2 

 Fast terminal sliding mode control (FS-SMC): The non-singular fast terminal sliding 

mode (NFTSM) controller is an additional sort of terminal sliding mode controller that 

has been proposed in the literature. NFTSM has a quicker rate of state convergence while 

maintaining all of NTSM's benefits. In the vicinity of equilibrium, the linear sliding 

mode's convergence rate stays constant, whereas the NFTSM's convergence rate 

increases exponentially. In comparison to traditional SMC, NFTSM has demonstrated 

faster convergence, better robustness, higher precision, and less chattering in a variety 

of control applications [161,162]. 

𝑆(𝑥, 𝑡) = �̇�(𝑡) + 𝛼. 𝑒(𝑡) + 𝛽. 𝑒(𝑡)
𝑞

𝑝                                                    (IV.84) 

Where, 𝛼, 𝛽 > 0;  𝑝, 𝑞  are positive odd integers, 𝑝 > 𝑞 
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D. Hybridization method 

Recently, the hybridization method between vector control approaches has become widely 

common, where it is sufficient to overcome control problems in general by combining the 

advantages of two or three techniques and addressing the disadvantages of each technique 

through the other.  This is what happens with sliding mode control in particular, where the 

problems that suffer from it have been solved using another vector control technique. Among 

these techniques, we briefly mention the following: 

 Nonlinear technique: In this hybridization, the sliding mode control and backstepping 

control have been combined, where the main goal of this design is to reach robust control 

using the SMC's reaching law. At the same time, the sliding surface has been forced to 

stabilize towards its trajectory with less chattering using backstepping control through 

the Lyapunov candidate. 

 Adaptive technique: There are two main principles of this design: the estimation of the 

SMC gains or the estimation of the sliding surface using model reference adaptive 

control, extended theories, or the matching command technique. The combination of 

Sliding Mode Control and Adaptive Control, known as Adaptive Sliding Mode Control 

(ASMC), leverages the robustness of sliding mode in handling uncertainties and the 

adaptability of online parameter adjustment. In ASMC, the sliding mode component 

ensures robustness against uncertainties, while the adaptive control component fine-

tunes the control parameters to optimize performance and adapt to changing system 

conditions. This hybrid approach aims to provide the best of both worlds, achieving 

stability and robustness while allowing for dynamic adaptation.  

 Optimal technique: Sliding Mode Optimal Control combines the robustness of Sliding 

Mode Control with the efficiency of Optimal Control. The sliding mode ensures 

robustness in the presence of uncertainties, while the optimal control component 

minimizes a performance criterion, aiming for optimal system behavior. Designing 

Sliding Mode Optimal Control requires careful consideration of the sliding surface, cost 

function, and tuning of parameters to achieve the desired balance between robustness 

and optimality. It often involves sophisticated mathematical techniques for optimal 

control problem formulations and solutions. 

 Intelligent Artificial technique: The sliding mode theory, which has been researched 

for more than 50 years, is revolutionised by the integration of artificial intelligence (AI) 

into SMC. The technical overview of composite SMC and computational intelligence 

controllers was provided by Xinghuo and Kaynak [163], who highlighted the distinct 

benefits and drawbacks of incorporating different AI techniques into SMC, and by 

Kaynak et al. [164], who explored potential integration strategies. AI was added to 

sliding mode controllers for a variety of uses, including optimizing the controller's 

performance in conjunction with SMC, leveraging SMC's advantages to improve 

primary AI controllers, adjusting an SMC controller's parameters online or offline, 

estimating uncertainties, and removing chattering. Among intelligent Artificial 

technique, we mention the three most famous technologies as follows:  

 Fuzzy logic control (FLC) 
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 Neural Network Artificial control (NNAC) 

 Fuzzy Neural Network control (FNNC) 

        The membership function must be both wide enough to reduce noise sensitivity and 

intense enough for precision when using fuzzy logic inference systems to generate a gain 

[165]. However, a composite fuzzy SMC was created, and its sliding mode 

characteristics can enhance the functionality of a traditional pure fuzzy controller. FLIS 

determined the control output based on three sliding conditions: approaching, sliding, 

and stable. It is possible to minimize the number of fuzzy rules since the sliding surface 

defines the input variable of the fuzzy inference rules [166]. In terms of removing 

overshoot, settling time, tracking accuracy, and steady-state error reduction, the 

suggested controller outperformed a pure fuzzy controller [167]. 

Fault tolerance, parallelism, and learning are features of neural networks [168].  

Wavelets and neural networks are used to create Wavelet NN (WNN). It blends wavelet 

decomposition's identification capability with artificial neural networks' capacity for 

online learning [169]. Its great precision with smaller network sizes and rapid 

convergence are its standout features [170]. The uncertainty bound problem in SMC 

design was resolved by predicting uncertain system dynamics with a WNN bound 

observer. Strong speed control was made possible by this composite WNN-SMC 

controller for a variety of operating circumstances.  

Neural networks and fuzzy logic are both universal approximators. Nevertheless, each 

of their unique qualities complements the other. Fuzzy logic-based controllers are 

enhanced by fuzzy neural network (FNN) in terms of their learning capabilities. As a 

result, it can handle ambiguous data using fuzzy reasoning and learn from processes 

using artificial neural networks. While the NFC is active during steady-state mode to 

provide a smooth, less chattering dynamic response, the SMC is engaged during transient 

mode to obtain a quick dynamic reaction. The goal is to combine the benefits of NFC 

and SMC while removing their respective drawbacks. Approximately 92% less 

chattering occurs in the suggested hybrid controller when compared to a traditional 

SMC. In contrast to a traditional SMC, the hybrid controller's speed response is faster 

by more than 7%. In comparison to a standard NFC, the hybrid controller is also less 

susceptible to changes in parameters and external load disturbances. In order to improve 

the performance of a sliding mode controller, the wavelet fuzzy neural network (WFNN) 

estimator estimates the unknown lumped uncertainty online by combining the theories 

of fuzzy and wavelet neural networks [162]. 

IV.5.4 Design of the SMC approaches for the PMSM model 

In this section, we will study the design of the SMC based on some of the techniques mentioned 

above for the PMSM model, where we will use modelling of the machine equation (II.34) 

mentioned in the second chapter, and through this, the nonlinear strategy will be available in 

this study. Therefore, the speed and current loops have been identified, and the system will be 

designed as full-state variables. Through this design, the inputs will be reference quadratic 

current and direct-quadratic voltages, and the outputs will be the speed and direct-quadratic of 
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the actual currents. Firstly, we'll start with the classical SMC design on the PMSM model. 

Depending on the control design of the SMC mentioned mentioned in equation (IV.75), the 

SMC law “u(t)’’ for the PMSM model is made of two components designed like the following: 

 Equivalent component ueq(t) = [𝑖𝑞−𝑒𝑞 𝑉𝑑−𝑒𝑞 𝑉𝑞−𝑒𝑞]𝑇; 

 Switching component us(t) = [𝑖𝑞−𝑠 𝑉𝑑−𝑠 𝑉𝑞−𝑠]𝑇. 

The sliding surfaces of the speed and current loops are designed as follows: 

[

𝑆Ω
𝑆d
𝑆q

] = [

𝛺∗ − 𝛺
𝑖∗ − 𝑖𝑑 
𝑖𝑞
∗ − 𝑖𝑞

]                                                        (IV.85) 

The derivative of the sliding surfaces are calculated as follows: 

𝑑

𝑑𝑡
[

𝑆Ω
𝑆d
𝑆q

] =

[
 
 
 
 Ω̇∗ +

𝐹

𝑗
. Ω −

3.𝑝

2.𝑗
. 𝜓𝑓 . 𝑖𝑞−𝑒𝑞

∗ +
1

𝑗
. 𝑇𝑙

𝑖�̇�
∗̇ +

𝑅𝑠

𝐿𝑑
𝑖𝑑 −

𝐿𝑞

𝐿𝑑
𝑝. 𝑖𝑞 . Ω −

1

𝐿𝑑
𝑣𝑑−𝑒𝑞

𝑖̇𝑞
∗̇ +

𝑅𝑠

𝐿𝑞
𝑖𝑞 +

𝐿𝑑

𝐿𝑞
𝑝. 𝑖𝑑 . Ω + 𝑝. Ω

𝜓𝑓

𝐿𝑞
−

1

𝐿𝑞
𝑣𝑞−𝑒𝑞]

 
 
 
 

                           (IV.86) 

Through the sliding conditions of the SMC design and equation (IV.76), respectively, the 

equivalent components of each PMSM’s loops can be identified as the following vector:  

[

𝑖𝑞−𝑒𝑞
∗

𝑣𝑑−𝑒𝑞
𝑣𝑞−𝑒𝑞

] =

[
 
 
 
 

2.𝑗

3.𝑝.𝜓𝑓
(Ω̇∗ +

𝐹

𝐽
Ω+

1

𝑗
. 𝑇𝑙)

𝐿𝑑 . 𝑖̇�̇�
∗
+ 𝑅𝑠. 𝑖𝑑 − 𝐿𝑞 . 𝑝. 𝑖𝑞 . Ω

𝐿𝑞 . 𝑖̇̇𝑞
∗
+ 𝑅𝑠. 𝑖𝑞 + 𝐿𝑑 . 𝑝. 𝑖𝑑 . Ω + 𝑝. Ω. 𝜓𝑓]

 
 
 
 

                            (IV.87) 

In order to compute the reaching components (switching law), equations (IV.77) and (IV.78) 

are used. Therefore, the vector of the reaching components of the classical SMC can be designed 

as follows: 

[
𝑖𝑞−𝑠

∗

𝑣𝑑−𝑠
𝑣𝑞−𝑠

] = [

𝐾Ω. 𝑠𝑖𝑔𝑛(𝑆Ω)
𝐾d. 𝑠𝑖𝑔𝑛(𝑆d)
𝐾q. 𝑠𝑖𝑔𝑛(𝑆q)

]                                                (IV.88) 

Finally, the control law of the sliding mode for the PMSM system has been calculated as 

follows: 

[
𝑖𝑞−𝑠

∗

𝑣𝑑−𝑠
𝑣𝑞−𝑠

] = [

𝑖𝑞−𝑒𝑞
∗ + 𝑖𝑞−𝑠

∗

𝑣𝑑−𝑒𝑞 + 𝑣𝑑−𝑠 
𝑣𝑞−𝑒𝑞 + 𝑣𝑞−𝑠 

]                                              (IV.89) 

For the classical SMC solving to the pseudo-sliding mode, the equivalent component is the same 

of the classical SMC, but the contribution in the reaching component. If the boundary layer is 

applied, the reaching component becomes as follows: 

[
𝑖𝑞−𝑠

∗

𝑣𝑑−𝑠
𝑣𝑞−𝑠

] = [

𝐾Ω
′. 𝑠𝑎𝑡(𝑆Ω)

𝐾d
′. 𝑠𝑎𝑡(𝑆d)

𝐾q
′. 𝑠𝑎𝑡(𝑆q)

]                                                (IV.90) 
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While the continuous approximation is applied, the reaching component becomes as follows: 

[

𝑖𝑞−𝑠
∗

𝑣𝑑−𝑠
𝑣𝑞−𝑠

] = [

𝐾Ω
′′. tanh(𝑆Ω)

𝐾d
′′. tanh(𝑆d)

𝐾q
′′. tanh(𝑆q)

]                                             (IV.91) 

While the Approach Reaching Law is applied in order to solve the classical SMC, the reaching 

component approaches can be summarized in the following table: 

Table IV.1. Design of the approach reaching law based SMC for the PMSM model 

Approach Reaching Law  The reaching component vector for the PMSM model 

Power approach law (PAL) 

[
𝑖𝑞−𝑠

∗

𝑣𝑑−𝑠
𝑣𝑞−𝑠

] = [

−𝑘Ω|𝑆Ω|
𝛼1 . 𝑠𝑔𝑛(𝑆Ω)

−𝑘𝑑|𝑆d|
𝛼2 . 𝑠𝑔𝑛(𝑆d)

−𝑘𝑞|𝑆q|
𝛼3
. 𝑠𝑔𝑛(𝑆q)

] 

Exponential approach law (ERL) 

[
𝑖𝑞−𝑠

∗

𝑣𝑑−𝑠
𝑣𝑞−𝑠

] = [

−𝜖1. 𝑠𝑔𝑛(𝑆Ω) − 𝑘1. 𝑆Ω
−𝜖2. 𝑠𝑔𝑛(𝑆d) − 𝑘2. 𝑆d
−𝜖3. 𝑠𝑔𝑛(𝑆q) − 𝑘3. 𝑆q

] 

Twisting Algorithm 

[
𝑖𝑞−𝑠

∗

𝑣𝑑−𝑠
𝑣𝑞−𝑠

] = [

−𝑟Ω1. 𝑠𝑔𝑛(𝑆Ω) − 𝑟Ω2. 𝑠𝑔𝑛(�̇�Ω)

−𝑟d1. 𝑠𝑔𝑛(𝑆d) − 𝑟d2. 𝑠𝑔𝑛(�̇�d)

−𝑟q1. 𝑠𝑔𝑛(𝑆q) − 𝑟q2. 𝑠𝑔𝑛(�̇�q)

] 

Suboptimal Algorithm (SPA) 

[
𝑖𝑞−𝑠

∗

𝑣𝑑−𝑠
𝑣𝑞−𝑠

] = [

−𝑟Ω1. 𝑠𝑔𝑛(𝑆Ω − 𝑆
∗
Ω 2⁄ ) + 𝑟Ω2. 𝑠𝑔𝑛(𝑆

∗
Ω)

−𝑟d1. 𝑠𝑔𝑛(𝑆d − 𝑆
∗
d 2⁄ ) + 𝑟d2. 𝑠𝑔𝑛(𝑆

∗
d)

−𝑟q1. 𝑠𝑔𝑛(𝑆q − 𝑆
∗
q 2⁄ ) + 𝑟q2. 𝑠𝑔𝑛(𝑆

∗
q)

] 

Supper-twisting Algorithm (STA) 

                    [
𝑖𝑞−𝑠

∗

𝑣𝑑−𝑠
𝑣𝑞−𝑠

] = [

−𝜂Ω. |𝑆Ω|
𝜌Ω𝑠𝑖𝑔𝑛(𝑆Ω) − 𝑏Ω ∫ 𝑠𝑖𝑔𝑛(𝑆Ω)

−𝜂d. |𝑆d|
𝜌d𝑠𝑖𝑔𝑛(𝑆d) − 𝑏d ∫ 𝑠𝑖𝑔𝑛(𝑆d)

−𝜂q. |𝑆q|
𝜌q
𝑠𝑖𝑔𝑛(𝑆q) − 𝑏q ∫ 𝑠𝑖𝑔𝑛(𝑆q)

] 

IV.5.5 Design of the hybrid technique between the T-SMC and STA for the 

PMSM speed loop 

Even yet, HO-STA resolves the chattering issue in the CSMC and T-SMC solves the 

convergence problem. However, the identification of algorithm gain necessitates the satisfaction 

of the smooth and limited condition for the disturbance term, which is more challenging in 

scientific studies, making it challenging to guarantee system convergence. Furthermore, an 

excessively high profit value set in an attempt to guarantee system convergence might result in 

the dangerous occurrence of system jamming and collapse [171]. This control design suggests 

a hybrid control between T-SMC and STA in order to address the issues with C-SMC. The goal 

of the suggested control is to combine the benefits of both approaches and address issues in both 

T-SMC and STA. Furthermore, HO-STA based T-SMC may achieve tracking performance in a 

finite period of time in addition to reducing the chattering phenomena in the original TSMC 

architecture [172]. In order to show how applicable and efficient the HO-STA-based T-SMC 

schemes are, they will be used to manage a PMSM speed model. Based on this control design, 

five crucial procedures have been followed to calculate the control law, which are as follows: 

 Formulation to a high order of sliding surface based PMSM speed: 

As sliding surface selection has been extensively explored to address chattering and 

convergence of system states, it is the most crucial stage before applying surface conditions for 

sliding mode control. When using SMC, selecting a high-order surface is the best option. The 

PMSM speed system is constructed based on the high-order state model "HOSM" as follows 

[57]: 
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{

𝑥1 = 𝜃𝑟          

𝑥2 = �̇�𝑟 = 𝛺

𝑥3 = �̈�𝑟 = �̇�

                                                              (IV.92) 

And the HOSM based on tracking errors is designed like the following: 

{

𝜎1 = 휀𝜃 = 𝜃𝑟−𝑟𝑒𝑓 − 𝜃𝑟                  

𝜎2 = 휀�̇� = 휀𝛺 = 𝛺𝑟𝑒𝑓 − 𝛺            

𝜎3 = 휀�̈� = 휀�̇�                                   

                                    (IV.93) 

In order to define the control law, the operation of classical SMC is often organized into two 

phases: a sliding phase and an approaching phase, as mentioned above. The following equation 

characterizes the PMSM speed system's equivalent and switching component laws: 

[𝑢𝑒𝑞(𝑡)  𝑢𝑠(𝑡)]𝑡 = [ 𝑖
∗
𝑞−𝑒𝑞  𝑖∗𝑞−𝑠]𝑡                                  (IV.94) 

 Calculating the equivalent law using T-SMC for the speed loop of the PMSM: 

Based on the sliding surface of T-SMC and state-model HOSM, the sliding surface is designed 

like the following [57,162]: 

𝑠1 = 𝜎1̇ + 𝛽2. 𝜎1

𝑞2
𝑝2 = 𝜎2 + 𝛽2𝜎1

𝑞2
𝑝2                                          (IV.95) 

The derivative of the sliding surface has been identified as follows: 

s2 = ṡ1 = σ2̇ + (𝛽2σ1

𝑞2
𝑝2)′ = σ3 + 𝛽2

𝑞2

𝑝2
𝜎2𝜎1

(
𝑞2
𝑝2
−1)

                          (IV.96) 

During the sliding phase, if 𝒔𝟏(𝝈, 𝒕) = 𝟎 and 𝒔𝟐(𝝈, 𝒕) = 𝟎, the equivalent component 𝒖𝒆𝒒(𝒕) is 

supposed to hold the system stationary on the sliding surface. Where, the input signal is the 

reference of quadratic current, and to depend on the vector control method, the equivalent law 

represents as follows: 

𝑻𝒆 = 𝒋�̇�
∗ + 𝑻𝒍 + 𝑭.𝜴 + 𝒋. 𝜷𝟐.

𝒒𝟐

𝒑𝟐
𝝈𝟐𝝈𝟏

(
𝒒𝟐
𝒑𝟐
−𝟏)

                                    (IV.97) 

The reference quaratic current is identified as follows: 

𝒊𝒒−𝒆𝒒
∗ =

𝟐

𝟑𝒑𝝍𝒇
𝑻𝒆                                                         (IV.98) 

 Calculating the switching law using HO-STA for the speed loop of the PMSM 

By exploiting the HO-STA-based T-SMC approach and replacing the signum function with a 

continuous approximation called hyperbolic tangent, the switching law of HO-STA is designed 

as follows: 

{
𝑰𝒒_𝒔
∗ = −𝝀𝟐. |𝒔𝟏|

𝝆𝟐𝒕𝒈𝒉(𝒔𝟏) + 𝒘

�̇� = −𝒃𝟐. 𝒕𝒈𝒉(𝒔𝟏)                    
                                            (IV.99) 

The general form for determining the value of 𝝆
𝟐
 is as follows: 

𝟎 <  𝝆𝟐 ≤ 𝟎. 𝟓                                                          (IV.100) 

But it often takes the value  𝝆𝟐 = 𝟎. 𝟓, in order to provide maximum control, high-order sliding 

mode control [160].  
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 Calculating the control law: 

Finally, the law of control based on the HO-STA and the T-SMC is given as follows: 

𝐼𝑞
∗ = 𝐼𝑞_𝑒𝑞

∗ + 𝐼𝑞_𝑠
∗                                                         (IV.101) 

𝐼𝑞
∗ =

2

3𝑝𝜓𝑓
(𝑗Ω̇∗ + 𝑇𝑙 + 𝐹𝛺 + 𝑗𝛽2

𝑞2

𝑝2
𝜎2𝜎1

(
𝑞2
𝑝2
−1)
) − 𝜆2. |𝑠1|

𝝆𝟐𝑡𝑔ℎ(𝑠1) + 𝑤             (IV.102) 

Where 𝑠1 is a high order based terminal sliding surface and designed in equation (IV.95), 𝑤 is 

an integral switching term of super-twisting algorithm and designed in equation (IV.9). 

  Proof stability: 

In order to demonstrate stabilization of the system during the application of the control law 

proposed in this paper, it must be using the Lyapunov function, which is selected as follows: 

𝑉 =
1

2
𝑆1
2                                                                        (IV.103) 

The system is stable if the Lyapunov function is positive-definite and its derivative is negative. 

Depending on this method, its derivative can be written as follows: 

�̇� = 𝑆1. �̇�1 = 𝑆1. 𝑆2                                                                (IV.104) 

The first surface derivative gives the second surface derivative, from equation (IV.96)  and 

equation (IV.104), we have: 

𝑆1. 𝑆2 = 𝑆1. (σ3 + 𝛽2
𝑞2

𝑝2
𝜎2𝜎1

(
𝑞2
𝑝2
−1)
)                                                 (IV.105) 

Substituting the value of the σ3 represented by equation (IV.93), equation (IV.105) becomes 

as follows: 

𝑆1. 𝑆2 = 𝑆1. (�̇�𝑟𝑒𝑓 − �̇� + 𝛽2
𝑞2

𝑝2
𝜎2𝜎1

(
𝑞2
𝑝2
−1)
)                                            (IV.106) 

Depending on the expression of the dynamic equation to the PMSM represented in equation 

(II.26)  : 

𝑆1. 𝑆2 = 𝑆1. (�̇�𝑟𝑒𝑓 −
1

𝐽
(𝑇𝑒 − 𝑇𝑙 −  𝐹. 𝛺) + 𝛽2

𝑞2

𝑝2
𝜎2𝜎1

(
𝑞2
𝑝2
−1)
)                            (IV.107) 

Using equation (IV.97), equation (IV.98), equation (IV.101) and equation (IV.102), we can 

write equation (IV.108)  as below: 

𝑆1. 𝑆2 = 𝑆1. (−
1

𝐽
. (
3

2
𝑝. 𝜓𝑓) . Iq_s

∗ )                                                  (IV.108) 

Finally, the value of Iq_s
∗  must be positive definite. In order to achieve that, the gains of the HO-

STA represented in equation (IV.99) must take a negative value. 

"In order to ensure that the value of Iq_s
∗  is positive definite, the gains of the HO-STA outlined 

in equation (IV.99) need to be negative." 

{
𝝀𝟐̅̅ ̅ = |−𝝀𝟐|

𝒃𝟐̅̅ ̅ = |−𝒃𝟐|
                                                                  (IV.109) 

Figure. IV.14 shows the simulation of the PMSM control architecture based on SMC: 



Chapiter IV   Design of advanced control based on the nonlinear techniques approaches for the PMSM 

999 

 

Figure IV.14 : Block diagram of SMC approaches for the PMSM system 

IV.6 Simulation results and discussion 

A simulation model was built in Matlab/Simulink, as shown in Figure. IV.14, to show the 

effectiveness of the HO-STA-based T-SMC for the PMSM under external disturbance, its 

robustness against uncertainties, as well as its durability under high performance speeds. Table 

II-3 lists the PMSM parameters that were used in the simulation. The most challenging 

conditions that the PMSM speed performance is experiencing are listed below in order to 

accomplish the aforementioned goal: 

 Speed level varied to demonstrate the durability during the high performance; 

 Parameters varied to demonstrate the robustness control. 

 Load torque applied to demonstrate the effectiveness under external disturbance; 

Furthermore, the HO-STA-based T-SMC, STA-SMC, T-SMC, ERL-SMC, AC-SMC, C-SMC, 

IBSC, BSC, and FBLC are compared and simulated to verify the efficiency and accuracy of the 

HO-STA-based T-SMC, where the first three mentioned controls are applied on the speed loop 

and the exponential reaching law based on the sliding mode control is applied on the current 

loop, while the other controls are applied on the speed and the current loop. Therefore, this 

comparison will be limited to PMSM speed performance only. In addition, it will be a 

comparative study regarding high-performance techniques (the first three controls mentioned 

above) under the third scenario. The control parameters designed in the simulation results are 

as follows, T-SMC parameters are 𝛽1 = 0.01, 𝑞1 = 0.6, 𝑝1 = 0.5, 𝑘1 = 0.05, 𝑘2 = 0.0001, 

STA-SMC parameters are 𝜆1 = 2, 𝑏1 = 0.001, 𝜌1 = 0.38, HO-STA based T-SMC parameters 

𝛽2 = 0.001, 𝑞2 = 0.6, 𝑝2 = 0.5, 𝜆2̅̅ ̅ = 1.9 , 𝑏2̅̅ ̅ = 0.1, 𝜌2 = 0.5. ERL-SMC parameters are 𝜖1 =

20, 𝜖2 = 20, 𝜖3 = 20, 𝑘1 = 10, 𝑘2 = 1, 𝑘3 = 1, AC-SMC parameters are 𝑘𝑑
′′ = 30, 𝑘𝑞

′′ =
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30, 𝑘Ω
′′ = 4, C-SMC parameters are 𝑘𝑑 = 500, 𝑘𝑞 = 500, 𝑘Ω = 4, IBSC parameters are 𝑘𝑑 =

105, 𝑘𝑞 = 16.10
5, 𝑘Ω = 100, 𝑘1 = 0.1, 𝑘2 = 0.1, 𝑘3 = 0.1 BSC parameters are 𝑘𝑑 = 100, 

𝑘𝑞 = 9.10
4, 𝑘Ω = 300, FBLC parameters are mentioned in equation  (IV.21). 

Figure. IV.15(A) shows the PMSM adopts its high performance, where the speed level is varied 

between low, medium, and high speed. To study the performance changes that occur at the level 

of each speed. Figure. IV.15(B) and Table III-3 show the region (a) presented in Figure. 

IV.15(A), where it presents the speed performance of the PMSM during the start-up at low speed 

(200 rpm) with a comparative study among the techniques mentioned above, where the HO-

STA-based T-SMC has the least rise time, approximately 4 ms, and the smallest steady-state 

error compared to the other controls. Figure. IV.15(C) and Table. IV.3 shows the region (b) 

presented in Figure. IV.15(A), which gives the second level of speed performance, which is 

characterized by the medium speed of the PMSM to 600 rpm. Despite this, the HO-STA-based 

T-SMC maintains its durability under the change of speed from low to medium in terms of the 

lowest percentage change for each lower settling time and the steady-state error compared to 

the eight controls. Figure. IV.15(D) and Table. IV.3 shows the region (c) presented in Figure. 

IV.15(A), where it shows a change in speed to the third level, which represents the highest speed 

of the performance at 1000 rpm. Even with this sudden variation in PMSM speed from medium 

speed to high speed, the HO-STA-based T-SMC maintains superior durability to the 

characteristics of the PMSM compared to the eight controls, too. 

 
(A) 

 
(B) 
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(C) 

 
(D) 

Figure IV.15 : Hiaqgh-performance of PMSM speed levels 

Table IV.2. Performance characteristics of speed PMSM model under variation of speed level 

Performance 

characteristics 

HO-STA 

based T-

SMC 

STA-

SMC 

T-SMC ERL-

SMC 

AC-SMC C-SMC IBSC BSC FBLC 

Rise 

Time 

(ms) 

Low speed 4 5 15 9 8 8 13 35 50 

Medium 

speed 

5 7 81 12 22 22 17 50 70 

High 

speed 

6 8 16 15 18 22 15 60 60 

Steady-

state 

error (%) 

Low speed 0.015 0.06 0.03 0.08 0.1 0.5 0.25 0.5 0.5 

Medium 

speed 

0.04 .0 011 0.09 0.5 0.7 1.67 0.75 0.67 4 

High 

speed 

0.01 0.04 0.03 0.15 0.4 5.8 1.5 0.11 1.4 

 Performance Stability Extremely 

stable 

Very 

stable 

Very 

stable 

Some 

stability 

Oscillated Very 

Oscillated 

Little 

fluctuation 

Quite 

fluctuations 

Little 

fluctuation 

In order to achieve the robustness of the HO-STA-based T-SMC control under the influence of 

uncertainties, the change of PMSM parameters, which are resistance, inductances (Ld and Lq), 

and inertia to increasing rates, was studied. Figure. IV.16 shows this scenario, where the PMSM 

parameters are changed among 0%, 50%, 100%, 150%, and 200% with a medium speed; 

moreover, the HO-STA-based T-SMC and the eight controls mentioned above are compared. 

To clarify the change in the performance of the PMSM characteristics in light of the change of 

parameters in the above-mentioned ratios, the region of the steady-state error and the rise time 
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of Figure. IV.15 are detailed from Figure. IV.16 (a) to Figure. IV.16 (I), respectively. Figure. 

IV.16 presents the rate uncertainty change in the rise time for each control, as the HO-STA-

based T-SMC takes the lowest rate of uncertainty change, which is estimated to be 0.03 step 

among the percentage of parameter variation mentioned above. Furthermore, the rate of steady-

state error change is presented to each control during the parameter variation of the 

aforementioned ratios; however, the HO-STA-based T-SMC is also characterized by the lowest 

rate of steady-state error change. With the rates of change presented by this scenario, therefore, 

the HO-STA-based T-SMC takes preference over the robustness of the control. 

 
(A) 

 
(B) 

 
(C) 
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(D) 

(E) 

(F) 

(G) 
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(H) 

(I) 

Figure IV.16 : Robustness scenario under the influence uncertainties for the PMSM speed 

The most important problems that affect performance are external disturbances, which were 

addressed by the many conventional nonlinear controls: FBLC, BSC, IBSC, C-SMC, AC-SMC, 

and ERL-SMC, which were applied by a lot of research; however, there appear to be some 

overshoot or undershoot peaks on the level of the speed performance with a steady state error. 

To reduce these peaks and the steady state error, high-order controls were applied, such as the 

T-SMC, STA-SMC, and HO-STA-based T-SMC, which contributed significantly to improving 

the speed performance compared to the aforementioned controls. Therefore, a study compared 

to the three high-order controls has been conducted in this scenario. Therefore, Figure. IV.17(A) 

shows the effectiveness of three high-order controls under the effect of the external disturbance, 

where the latter was represented by an applied load torque at different times with a value of 1 

Nm while keeping the medium speed (600 rpm). The regions (a), (b), and (c) of Figure. IV.17(A) 

are detailed in Figure. IV.17 (B), Figure. IV.17 (C), and Figure. IV.17 (D), respectively Figure. 

IV.17 (B) and Table. IV.5 present a comparative study with regard to the settling time among 

the three high-order contaminants mentioned above; through these results, the HO-STA-based 

T-SMC remains better compared to other controls in terms of settling time, which is estimated 

at 5 ms.  Figure. IV.17 (C) and Table. IV.5 show the efficiency advantage of the the HO-STA-

based T-SMC compared to two controls, where during load torque applied on the PMSM, the 

undershoot for the the HO-STA-based T-SMC is almost three times less compared to STA-SMC 

and six times less compared to T-SMC; moreover, its undershoot takes a period of 1 ms and 

represents the least estimated compared to the other controls mentioned above. Figure. IV.17 

(D) and Table. IV.5 give a comparison of the steady-state error among each studied control; 

also, the HO-STA-based T-SMC contributed to reducing the steady-state error by three times 

compared to the STA-SMC and by four and a half times compared to the T-SMC, where its 

steady-state error is estimated to be 0.01%. 
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Table IV.3. Performance characteristics of speed model under PMSM’s external disturbance 

Performance characteristics HO-STA based T-SMC STA-SMC T-SMC 

Settling time (ms) 5 7 18 

Steady-state error (%) 0.01 0.00 0.0.0 

Undershoot (%) 0.80 0.. 1 

Undershoot period (ms) 8 8.1 8.1 

 

 
(A) 

 
(B) 

 
(C) 

 
(D) 

Figure IV.17 : High order controls effectiveness under external disturbance 
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Other scenarios have been studied in order to compute the current THD of each control. Where 

we applied the medium speed (600 rpm) and load torque to a 5 N.m. Through this scenario, the 

THD results have demonstrated that the HO-STA-based T-SMC had a good performance 

through the THD, which was estimated at 13.91%, while the STA-SMC, T-SMC, ERL-SMC, 

AC-SMC, IBSC, BSC, and FBLC got a bigger THD than the HO-STA-based T-SMC, where 

their THD was estimated at 33.78%, 32.85%, 32.52%, 28.75%, 25.17%, 19.14%, and 17.33%, 

respectively. In addition, the biggest THD was the C-SMC at 35.57 %. More detail is explained 

in Figure. IV.17. 

 
(A)  : FBLC 

 
(B)  : BSC 

 
(C)  : IBSC 
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(D) C-SMC 

 
(E) AC-SMC 

 
(F) ERL-SMC 

 
(G) T-SMC 
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(H)  : STA-SMC 

 
(I)  : HO-STA based T-SMC 

Figure IV.11 : THD of the PMSM drive based on the nonlinear approaches 

IV.7 Conclusion 

This chapter has studied the nonlinear techniques and approaches for the PMSM drive, where 

the explanations of the FBLC, BSC, and SMC have been presented. Each technique has been 

detailed through the definition, objective, control design, used methods, principals, features, and 

drawbacks. In addition, many algorithms, methods, and strategies have been studied for the 

SMC, such as the super-twisting algorithm "STA," high-order design "HO," terminal sliding 

mode control "SMC," approaches laws, and approximated continues for improving the classical 

SMC problems. Furthermore, the novel hybrid design between the HO-STA and T-SMC for the 

speed loop of the PMSM has been presented in this chapter. Moreover, each control mentioned 

above has been validated using MATLAB Simulink. 
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V.1 Introduction 

As technology develops, optimal control becomes more and more important in the creation of 
complex, high-performing systems in a variety of fields. Where, a strong foundation for creating 
control systems that function well, satisfy performance standards, and take limitations into 
account is provided by optimal control. Within the field of control theory, optimal control 
pertains to determining the most effective means of managing a dynamic system to attain a 
desired outcome while minimizing expenses or optimizing gains. It basically tackles the 
problem of making decisions over time to optimize a system's behavior while accounting for a 
variety of limitations and goals. Finding a control technique that moves the system from an 
initial state to a final state as efficiently as possible is the basic tenet of optimal control. This 
entails choosing a series of control inputs to be applied over time in order to minimize a given 
cost function, which measures the system's performance. In addition, numerous fields, such as 
aeronautical engineering, robotics, economics, finance, and chemical processes, employ the 
optimal control. It is applied in scenarios where optimizing a dynamic system's performance 
within bounds is necessary.  To discover the best answer, the optimization process usually 
combines mathematical methods and computing algorithms. Depending on the particular 
situation at hand, several optimization criteria may be taken into account are dynamic, systems 
control inputs, cost function, constraints and feedback control. In this context, there are two 
primary subfields within optimum control: discrete-time optimal control (which deals with 
systems represented by difference equations) and continuous-time optimal control (which deals 
with systems defined by differential equations). These categories cover a wide range of 
strategies and tactics, such as numerical optimization techniques. Pontryagin's maximum 
principle, and dynamic programming. Engineers and researchers frequently modify their 
strategy in response to the particulars of the topic they are working on. Numerous optimization 
strategies can be employed to address optimal control problems, and the choice of strategy is 
often influenced by the specifics of the situation. Among the most important optimal techniques 
are techniques Linear Quadratic Regulator control (LQR) and model predictive control (MPC). 
In linear and multi-input multi-output (MIMO) systems, the linear quadratic regulator (LQR) is 
a suitable technique. With the use of both state and control input terms, this technique seeks to 
identify the best feedback control strategy that minimizes a quadratic cost function. The LQR 
technique makes the assumption that the performance requirements are quadratic and that the 
dynamics of the system can be adequately characterized by linear equations. The ideal state-
feedback gain matrix is obtained by optimization by solving a matrix Riccati differential 
equation. Applications for LQR are found in many fields, including robotics, aerospace 
engineering, and process control. LQR offers a sophisticated method for attaining optimal 
control. LQR has remained prominent in the field of control theory because of its 
straightforward mathematical description and effective solutions. Although LQR is only 
applicable to linear systems, it is still a fundamental idea that has paved the way for more 
sophisticated control schemes, making it essential to the study and practice of optimal control. 
Model Predictive Control (MPC) is a versatile and powerful control strategy employed in 
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various fields to address complex dynamic systems. Unlike traditional control approaches, MPC 
operates by solving an online optimization problem at each time step to determine the optimal 
control input, considering a dynamic model of the system, prediction horizon, and specified 
performance criteria. This predictive nature allows MPC to systematically handle both linear 
and nonlinear systems, making it applicable to a wide range of real-world applications. The 
control algorithm utilizes a prediction model to forecast the future behavior of the system, 
incorporating constraints on states and inputs. MPC excels in situations where systems exhibit 
nonlinearity, uncertainty, and constraints, enabling its use in fields such as process control, 
automotive systems, robotics, and more. The adaptability and ability to consider constraints 
make MPC a preferred choice for applications where precise control, disturbance rejection, and 
responsiveness to changing conditions are crucial. The continual development of MPC 
techniques and their successful implementation underscore MPC's significance in modern 
control theory and its ongoing impact on advancing control strategies in dynamic and uncertain 
environments. In this chapter, both techniques are applied for the PMSM current loop, while the 
speed loop has been applied using the sliding mode technique. Furthermore, we have improved 
the conventional LQR using a novel design based on steady state as new state variables (SS-
LQR). The effectiveness of each technique has been validated using MATLAB Simulink. 

V.2 Description of the optimal techniques 

Optimal control is a branch of control theory that deals with finding the best possible control 
strategy for a dynamic system, subject to certain criteria or objectives. Finding control signals 
that will enable a process (plant) to meet certain physical restrictions and simultaneously 
extremize (maximize or minimize) a selected performance criterion (performance index or cost 
function) is the primary goal of optimum control. The plant P will be driven from its starting 
state to its end state with certain constraints on controls and states while simultaneously 
extremizing the provided performance index J, as shown in Figure. V.1 by the optimal control 
u*(t) (* denotes optimal condition). The optimal control is configured through the following 
criteria [173]: 

 Dynamic Systems: Optimal control is commonly utilized in dynamic systems that 
undergo continuous evolution. The relationships between the system's state variables 
and control inputs can be represented using differential or difference equations, which 
can be used to explain these systems. 

 Control Inputs: The parameters or variables that can be changed to affect how the 
system behaves are known as control inputs. To accomplish a particular goal, the 
optimum control issue entails determining the time-dependent values of various inputs. 

 Cost Function: A mathematical formula known as the cost function is used to quantify 
the system's behaviour or performance. It is the standard that should be maximized or 
minimized. The precise objectives of the control problem determine which cost 
function should be used, and factors like energy usage, system stability, or other 
performance indicators may be taken into account. 



Chapiter V       Design of advanced control based on the optimal techniques approaches for the PMSM 

127 

 Constraints: The state variables and control inputs of the system are constrained in 
many real-world applications. These limitations could be related to operations, safety 
regulations, or physical limitations. Optimal control techniques must take these 
limitations into consideration. 

 Feedback Control: Feedback mechanisms, in which control inputs are modified in 
real-time in response to the system's present state, are frequently used in optimal 
control solutions. The controller can adjust to changes in the system or outside 
disturbances thanks to this feedback. 

The following are a few popular categories of optimization methods used in optimum control: 

 Dynamic Programming: It is a technique for resolving complicated issues by dividing 
them into more manageable, overlapping sub-problems. Discrete-time, finite-horizon 
optimal control issues are frequently solved with it. 

 Pontryagin's Minimum Principle: This concept, which bears the name of the Russian 
mathematician Lev Pontryagin, lays forth the prerequisites for optimality in optimal 
control problems. It is very helpful for a variety of applications and challenges involving 
continuous dynamics. 

 Linear Quadratic Regulator (LQR): LQR is a type of optimal control technique used 
for linear systems with quadratic cost functions. It is well-suited for problems with 
continuous dynamics and is computationally efficient. 

 Model Predictive Control (MPC): MPC is an advanced control strategy that involves 
solving an optimization problem at each time step based on a model of the system. It is 
widely used in process control, robotics, and automotive control systems. 

 Gradient-Based Optimization: To optimize continuous functions, techniques like 
gradient descent and its variations, such the conjugate gradient method, are used. These 
are frequently applied to optimum control issues in continuous time. 

 Genetic Algorithms: A class of evolutionary algorithms called genetic algorithms is 
motivated by natural selection. They can be used to discrete and continuous variables 
and are utilized in optimization problems. 

 Simulated Annealing: A probabilistic optimization technique called "simulated 
annealing" was motivated by the metallurgical annealing procedure. It is very helpful in 
locating global optima in high-dimensional, intricate settings. 

 Interior-Point Methods: An algorithmic class known as interior-point methods is 
applied to the solution of both linear and nonlinear optimization problems including 
equality and inequality constraints. They are frequently used in optimization with 
constraints. 

 Sequential Quadratic Programming (SQP): SQP is an iterative optimization method 
that solves a set of quadratic sub-problems one after the other. It is frequently applied to 
the resolution of constrained, nonlinear optimization issues. 



Chapiter V       Design of advanced control based on the optimal techniques approaches for the PMSM 

128 

 Particle Swarm Optimization (PSO): PSO is an algorithm for population-based 
optimization that draws inspiration from fish and bird social behavior. It is frequently 
used to solve issues with continuous optimization. 

 Finite Element Method (FEM): FEM is a numerical method for solving partial 
differential equations that is frequently used in engineering. It can be used to solve 
complex dynamics and constraint optimal control problems. 

 Mixed-Integer Linear Programming (MILP): When some decision variables must 
accept integer values, MILP is employed. It is frequently used in discrete decision 
variable optimizations issues. 

 

Figure V.1 Optimal Control Problem 

V.3 Design of the LQR controller for the PMSM 

In vector control theory, the linear quadratic regulator (LQR) strategy is a popular approach for 
resolving optimum control problems involving linear dynamic systems and quadratic 
performance requirements. It offers a refined and effective way to create control plans that 
maintain system stability while reducing overall costs. For linear systems with quadratic 
performance criteria, the LQR technique provides a mathematically beautiful solution. It is a 
reliable and effective method of achieving optimal control. Its continued importance in 
contemporary control theory is demonstrated by its broad usage and success in a variety of 
practical applications. 

V.3.1 Definition of the LQR 

LQR is indeed a well-established technique in control theory used for designing optimal 
feedback controllers for linear dynamic systems. It aims to minimize a quadratic cost function, 
typically representing a combination of control effort and system performance criteria. LQR 
provides feedback gains that stabilize the closed-loop system while optimizing a defined 
performance measure. It is widely applied across various fields due to its effectiveness and 
versatility in achieving stable and high-performance control designs for linear systems. 
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V.3.2 Principal of the LQR 

The primary goal of LQR is to design control strategies that optimize system performance by 
minimizing a quadratic cost function while ensuring stability. Finding the best control input to 
minimize the total of the quadratic penalties related to the system's state and control input is the 
aim of the LQR problem, which frames the control task as a mathematical optimizations issue. 
The trade-off between minimizing control effort and attaining desirable system behavior is 
elegantly captured by this quadratic cost function. The calculus of variations and the concepts 
of dynamic programming are used to derive the LQR solution. The expression of the control 
law as a linear feedback function of the system's state provides the crucial insight. The 
corresponding algebraic Riccati equation is solved to compute the consequent state feedback 
gains, yielding a computationally efficient analytical solution. Because LQR is especially 
appealing for systems with linear dynamics, it can be used to a wide range of technical fields, 
such as robotics, process control, and aerospace. Its success in real-time applications can be 
attributed to its simplicity and computational efficiency. Desirable characteristics of LQR also 
include guaranteed stability and optimality under particular circumstances. For MIMO systems, 
the LQR control is necessary. It uses feedback control to calculate the matrix corrector (k) and 
regulate the input. Its job is to reduce the cost function, which has two major components. 
Performance stability determined by the Q matrix makes up the first section. Energy 
minimization based on the R matrix, the cost function provided in equation (V.1) [94,174,175], 
makes up the second section. 

𝐽 = ∫ ((𝑥 . 𝑄. 𝑥) + (𝑢 . 𝑅. 𝑢))𝑑𝑡                                                  (V.1) 

Where R and Q are both positive definite matrix. 

The feedback control law that minimizes the value of the quadratic cost function is presented as 
follows:  

𝑢(𝑡) = −𝑘. 𝑥(𝑡) = (−𝑅 . 𝐵. 𝑃). 𝑥(𝑡)                                       (V.2)    

Where P is positive definite matrix. Its solution given in the Algebra Riccati Equation (ARE) as 
follows: 

A . P + P. A − P. B. R . B . P + Q = 0                                       (V.3) 

The statement suggests that LQR control design is applied within the framework of a state-space 
model, with equation II.30 representing the dynamics of the system, and the LQR technique 
used to calculate feedback gains for optimal control: 
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Figure V.2 LQR controller for SSM based system 

V.3.3 Implementing LQR Control for PPMSM system 

This study employs one of the best control strategies that have been suggested over the previous 
few decades in order to control the PMSM based on the virtual inputs received through the use 
of the nonlinear techniques approach (BSC, SMC, hybrid control) given in the previous chapter. 
Using a generated quadratic cost function and the system's linear state equation, this technique 
known as linear quadratic regulator (LQR) control uses an optimal control strategy to ensure 
dynamic system control. The LQR technique is a representative technique in modern control 
theory since it is robust against uncertainties and distractors for dynamic systems and has a high 
efficiency that leads to optimal system performance. Furthermore, the development of many 
methods with closed-loop features relies heavily on the LQR. Since the LQR technique has 
specific traits, it can be considered a feasible choice to combine the improvement of 
performance characteristics with the control of systems under uncertainties and disturbances 
[175,176,177]. The second chapter's "SSM" state space method (equation (II.30) should be used 
to construct the system in order to apply the LQR control.  In this context, two designs have 
been applied based on the LQR techniques for the current loop of the PMSM. 

 Design of the current loop based on the 2nd order using the LQR: 

In this design, the PMSM's current loop model is built through the sum of both the linear model 
and the disturbances. For that, decoupling compensation is applied in order to apply the closed 
loop based on the novel control design. The disturbances have been presented in equation 
(II.27), and the linear model of the system is based on two state variables: direct and quadratic 
current. Therefore, the system model is designed as below: 

𝑥 (𝑡) = 𝐴. 𝑥 (𝑡) + 𝐵𝑢 (𝑡)

𝑦 (𝑡) = 𝐶. 𝑥 (𝑡) + 𝐷. 𝑢 (𝑡)   
                                                  (V.4) 

Based on equation (V.4), the internal model of the PMSM becomes as follows: 
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[𝑖 𝑖 ] =
−𝑅 /𝐿 0

0 −𝑅 /𝐿
. [𝑖 𝑖 ] +

1/𝐿 0
0 1/𝐿

. [𝑢 𝑢 ]

[𝑦 𝑦 ] =
1 0
0 1

. [𝑖 𝑖 ]                                                                                       

                   (V.5) 

In order to apply the LQR control, we should identified state variable vector 𝑥 (𝑡), input 
vector 𝑢 (𝑡), and the state matrix “A”, input matrix “B”. Therefore, they have designed as 
follows: 

⎩
⎪⎪
⎨

⎪⎪
⎧𝐴 =

−R /L 0
0 −R /L

B =  
1/L 0

0 1/L
          

𝑥 (𝑡)  =  [𝑖 𝑖 ]      

𝑢 (𝑡) =  [𝑢 𝑢 ]    

                                                      (V.6) 

Through this identification, cost function (equation (V.1) based on the current loop model 
(equation (V.4) becames as follows: 

𝐽 = ∫ (([𝑖 𝑖 ] . 𝑄.
𝑖
𝑖 ) + ([𝑢 𝑢 ]. 𝑅.

𝑢
𝑢 ))𝑑𝑡                               (V.7) 

Where R and Q are both positive definite matrix (matrix (2×2)). 

The feedback control law based on this control design become as follows:  

𝑢(𝑡) = −𝑘.
𝑖
𝑖 = (−𝑅 . 𝐵. 𝑃).

𝑖
𝑖                                        (V.8)    

Where P is defined in the equation (V.3) 

 Design of the current loop based on the 4th order using the LQR: 

With this design, we will introduce a new variable state known as steady-state error as variable 
state (SS-LQR), which will enhance the internal linear model's performance features. Through 
the following formula defines the new state space model: 

�̇� (𝑡) = 𝐴. 𝑥 (𝑡) + 𝐵. 𝑢 (𝑡)

𝑦 = 𝐶. 𝑥 (𝑡)                            

𝜀̇ (𝑡) = 𝑟 (𝑡) − 𝐶. 𝑥 (𝑡)     

                                                    (V.9)  

Where:  𝑟 (𝑡) = [i ∗ i ∗]   and ε (t) =[𝜀 ε ]    

Figure. V.3 illustrates the block schematic of this design: 
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Figure V.3 : SS-LQR controller for SSM based system 

The law of feedback control in this design provides as follows: 

𝑢 (𝑡) = −𝑘. 𝑥 (𝑡) + 𝑘 . 𝜀 (𝑡)                                        (V.10)    

The new state space model provides in equation (V.11): 

[�̇� (𝑡) 𝜀̇ (𝑡)] =
𝐴 0

−𝐶 0
. [𝑥 (𝑡) 𝜀 (𝑡)] +

𝐵
0

. [𝑢 𝑢 ] +
0
𝐼

. [𝑖 ∗ 𝑖 ∗]     (V.11) 

Where, I is identity matrix  

The objective of redesigning the internal linear model based on the state feedback law is to 
eliminate steady-state errors and achieve asymptotic stability in system tracking. This entails 
ensuring that  𝑥 (∞) , ε (∞), and 𝑢 (∞)converge to constant values. Additionally, the 
steady-state solution of equation (V.9) is represented by equation (V.12) below: 

[�̇� (∞) 𝜀̇ (∞)] =
𝐴 0

−𝐶 0
. [𝑥 (∞) 𝜀 (∞)] +

𝐵
0

. [𝑢 (∞) 𝑢 (∞)] +
0
𝐼

. [𝑖 ∗(∞) 𝑖 ∗
(∞)]   (V.12)    

The reference vector represents the step vector, it is considered constant within each step. 
Which means that: 

0
𝐼

. [𝑖 ∗(∞) 𝑖 ∗(∞)] =
0
𝐼

. [𝑖 ∗(𝑡) 𝑖 ∗(𝑡)] = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡  For 𝑡 > 0          (V.13)    

After that, the error dynamics are subtracted between values (t) and values (∞): 

�̇� (𝑡) − �̇� (∞)

𝜀̇ (𝑡) − 𝜀̇ (∞))
=

𝐴 0
−𝐶 0

.
(𝑥 (𝑡) − 𝑥 (∞))

𝜀 (𝑡) − 𝜀 (∞)
+

𝐵
0

.
(𝑢 (𝑡) − 𝑢 (∞))

(𝑢 (𝑡) − 𝑢 (∞))
                  (V.14)    

We put: 

�̅� (𝑡) = 𝑥 (𝑡) − 𝑥 (∞)

𝜀̅ (𝑡) = 𝜀 (𝑡) − 𝜀 (∞)

𝑢 (𝑡) = 𝑢 (𝑡) − 𝑢 (∞)

                                                  (V.15)    

To track a constant reference:  

𝑦 = 𝐶. 𝑥 (∞) + 𝐷. 𝑢 (∞) → 𝑟(𝑡)

�̇� (t) = 𝐴. 𝑥 (∞) + 𝐵. 𝑢 (∞) → 0
                                         (V.16)    

From equation (V.15) and equation (V.16), we have: 
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�̇̅� (t) 𝜀̅̇ (t) =
A 0

−C 0
. [�̅� (𝑡) 𝜀̅ (t)] +

B
0

. 𝑢 (𝑡)                     (V.17)    

After that, the error vector is represented in equation equation (V.18): 

𝑒(𝑡) = [�̅�(𝑡) ε(t)]                                                       (V.18)    

From the equation (V.17) and equation (V.18), the error dynamic is represented as follows: 

�̇� (𝑡) = �̅�. 𝑒 (𝑡) + 𝐵. 𝑢 (𝑡)                                                 (V.19)    

Where: 

�̅� =
A 0

−C 0
  , and   𝐵 =

B
0

 

It is evident that the control law of the dynamic error represented in equation (V.19) can be 
described as: 

𝑢 = −𝐾. 𝑒 (𝑡)                                                           (V.20)    

Where  𝐾 = [𝑘 −𝑘 ]  

 However, from equation (V.19) and equation (V.20) the closed loop dynamic error is 
designed as follows: 

�̇�(𝑡) = (�̅� − 𝐵𝐾). 𝑒(𝑡)                                                        (V.21)    

The direct and quadratic currents are decoupled from each other in equation (V.5) and equation 
(V.11); for this reason, equation (V.4) clarifies this decoupling based on optimal LQR control, 
whereby the linear state feedback law is designed as follows: 

[𝑢 𝑢 ] = −[𝑘 −𝑘 ]. [𝑖 𝑖 𝜀̅ 𝜀 ̅ ]                                       (V.22)    

Where: 

[𝑘 −𝑘 ] = 𝑅 . 𝐵. 𝑃                                                     (V.23)    

Where 𝑃 is a positive definite matrix. Its solution is given in the Algebra Riccati Equation (ARE) 
which represents the equation (V.3) with the new condition of steady state error. The current 
loop of the PMSM drive based on the SSE-LQR is designed as follows:      

 
Figure V.4 : PMSM’s current loop model based on SSE-LQR control 
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Figure. V.5 shows the simulation of the PMSM control architecture based on SSE-LQR: 

 
Figure V.5 The novel control design based on the SSE-LQR for the PMSM drive 

V.4 Design of the MPC controller for the PMSM 

MPC is one of the advanced control methods that is, more sophisticated than conventional PID 
control that has been effectively applied in industrial settings [178-180]. While MPC originated 
as an application of optimum control theory in the 1960s, industrial interest in these concepts 
dates back to the late 1970s [181]. Since then, the chemical process industry has effectively used 
MPC since time constants there are long enough to complete all necessary computations. The 
1980s saw the introduction of MPC concepts into power electronics, with a focus on high-power 
systems with low switching frequencies [182]. At that time, the control algorithm's lengthy 
calculation time prevented the usage of higher switching frequencies. Nonetheless, within the 
last years, interest in the use of MPC in power electronics has grown significantly due to the 
advancement of quick and potent microprocessors. Rather than focusing on a single control 
approach, MPC provides a broad family of controllers [178]. There are numerous significant 
benefits to this control [184]: 

 Concepts are very intuitive and easy to understand; 

 It can be applied to a great variety of systems; 

 The multivariable case can be easily considered; 

 Dead times can be compensated; 

 Easy inclusion of nonlinearities in the model; 

 Simple treatment of constraints; 

 The resulting controller is easy to implement;  

 This methodology is suitable for the inclusion of modifications and extensions 
depending on specific applications. 
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V.4.1 Definition of the MPC 

Predictive control is a model-based control strategy that utilizes a dynamic mathematical model 
of the system being controlled to predict future system behavior. It optimizes the control inputs 
over a specified time horizon, considering system dynamics, constraints, and desired objectives. 
The controller continually updates its predictions and optimization calculations in real-time, 
adapting to changes and disturbances to achieve optimal performance. Predictive control is 
widely used in complex systems where precise and adaptive control is required, such as in 
industrial processes, robotics, and energy systems. 

V.4.2 Principal of the MPC 

Common characteristics of this type of controller include choosing the best actuations by 
minimizing a cost function and using a system model to predict how the variables will behave 
in the future up to a predetermined time horizon. A summary of the MPC operating principle 
can be seen in Figure. V.6. Using the system model and the information (measurements) 
available up to time k, the future values of the system's states are projected until a predetermined 
horizon in time k + N. By minimizing the cost function, the sequence of optimal actuations is 
determined, and the first element of this series is applied. Every sampling instant, this entire 
procedure is repeated while taking the most recent measured data into account. The prediction 
model is a discrete-time model, which has the following state space expression [183,184]: 

𝑥(𝑘 + 1) = 𝐴. 𝑥(𝑘) + 𝐵𝑢(𝑘)
𝑦(𝑘) = 𝐶. 𝑥(𝑘) + 𝐷. 𝑢(𝑘)    

                                                        (V.24) 

It is necessary to define a cost function that reflects the desired system behavior. Future states, 
actuations, and references are taken into account by this function: 

𝐽 = 𝑓(𝑥(𝑘), 𝑢(𝑘), … … , 𝑢(𝑘 + 𝑁))                                                     (V.25) 

The goal of the MPC optimization problem is to minimize the cost function J over a 
predetermined time horizon (N), taking into account the constraints and system model. A series 
of N optimum actuations is the outcome. Only the initial element in the sequence will be applied 
by the controller. 

𝑢(𝑘) = [1 0 … 0] 𝑎𝑟𝑔 𝑚𝑖𝑛 𝐽                                                          (V.26) 

Where the new measured data is used to solve the optimization issue once more at each sampling 
instant, producing a fresh set of ideal actuations every time. A tactic known as a receding horizon 
is this [184]. 
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Figure V.6 : MPC principle of working 

V.4.3 Application the MPC control on the PMSM system 

The two primary categories of MPC methods are finite-control-set model predictive control 
(FCS-MPC) and continuous control set MPC (CCS-MPC). The benefits of CCS-MPC are its 
constant switching frequency and ease of incorporating nonlinearities and limitations [185]. 
However, utilizing a straightforward hardware platform, the entire control system cannot be 
implemented online. By using the restricted number of switching states in the FCS-MPC, the 
issue of computational optimization time is reduced. As a result, the FCS-MPC is easily 
implementable with basic hardware [186-188]. In order to obtain an optimized behavior of the 
system, the FCS-MPC offer high performance, fast response times, and the capacity to manage 
various variables and restrictions [189-192]. Despite its strength, the FCS-MPC has many 
limitations that make using it in drive systems extremely difficult [193]. A high steady state 
ripple is produced by the FCS-MPC when only one voltage vector (VV) is applied during a 
single control period [194-196]. Using a high sampling frequency is the way to have a high 
steady state control performance in FCS-MPC. But this approach requires expensive FPGA 
(Field Programmable Gates Array) or digital signal processor (DSP) hardware, as well as a 
significant computing load [197]. As a result, it is essential and desirable to enhance the steady 
state performance of the FCS-MPC algorithm without increasing the sample frequency. 
Ultimately, FCSMPC accounts for the converter's discrete nature. Because of this, FCS-MPC 
just uses the converter's actual states rather than the complete converter control area Figure. II.8 
and Figure. II.17. The cost function may select the same discrete real state as the ideal state 
multiple times for this reason, which suggests that the FCS-MPC has a non-constant switching 
frequency [198,199]. In this section, the conventional FCS-MPC is presented as follows: 

 Traditional Finite-Control-Set Model Predictive Control (FCS-MPC): 

The permanent magnet synchronous motor in this project is connected to a widely used three-phase 
source inverter, as seen in Figure. II.8. There are eight distinct switching vectors in this inverter, 
which results in the production of eight voltage vectors, u0 − u7. Two zero vectors and six nonzero 
vectors are present. The amplitude of the active voltage vectors in the stationary reference frame 
αβ is displayed in Figure. II.8 and Table. V.1. A discrete time model is needed to forecast the 
currents at a future sample period in order to develop the conventional FCS-MPC. Hence, the 
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forward Euler method is applied to the time continuous model (1) with a sampling time period Ts 

[in s]. For small Ts << 1, the following holds x(k)= x(kTs) ≈ x(t) and 𝑥(𝑡) =
( ) ( )

for all t 

∈ [kTs, (k + 1)Ts] and k ∈ ℕ ∪ {o}. Therefore, the following expression can be used to describe the 
discrete time of the PMSM in the rotating (d-q) reference frame [200,201]: 

𝑖 (𝑘 + 1) = 1 − 𝑖 (𝑘) + 𝑇 𝜔 (𝑘)𝑖 (𝑘) + 𝑢 (𝑘)                            

𝑖 (𝑘 + 1) = 1 − 𝑖 (𝑘) − 𝑇 𝜔 (𝑘)𝑖 (𝑘) + 𝑢 (𝑘) −
ѱ

𝜔 (𝑘)   
                 (V.27) 

The PMSM's stator voltage, 𝑣 , can be expressed as a function of the inverter's switching 

vector, 𝑆 [k]  ∈  {0, 1} . [183]: 

𝑣 (𝑘) = 𝑇 (𝜃 ) . 𝑇 . 𝑣 [𝑘]. 𝑣                                         (V.28) 

Where; 

⎩
⎪
⎨

⎪
⎧

𝑇 (𝜃 ) =  𝑇 →                     

𝑇 = 𝑇 →                                   

𝑣 =
2 −1 −1

−1 2 −1
−1 −1 2

. 𝑆 [𝑘]

                                    (V.29) 

where,  𝑇 →  and 𝑇 →  are inverse Park and Clarke transformations that mentioned in 
equation (II.13) and equation (II.22), respectively. 𝑣  is the DC-Bus voltage [in V] and 𝑣  is 
the stator voltage in the abc frame [in V]. 𝜃  = p∫ Ω is the electrical rotor position of the PMSM 
[in rad]. 𝑆 = [𝑆 𝑆 𝑆 ] represent the switching states of each leg of the voltage source 
inverter as shown in Table 1[200]. 

Table V.1. Different switching modes and corresponding voltage vector of the voltage source converter 
Conducting Modes Switching States Output Voltage 

 Sa Sb Sc Uα Uβ 

U0 0 0 0 0 0 

U1 1 0 0  0 

U2 1 1 0  
√

 

U3 0 1 0 −  
√

 

U4 0 1 1  0 

U5 0 0 1 −  −
√

 

U6 1 0 1  −
√  

U7 1 1 1 0 0 

The control scheme of the conventional finite-set MPC is depicted in Figure. V.7. The discrete-
time predictive model predicts seven vectors in accordance with (equation (V.27). Next, over 
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the course of the sampling period, the seven predicted vectors are assessed to determine which 
states minimize the cost function and produce the lowest absolute error between the reference 
and predictive currents (𝑖 [k +  1], 𝑖 [k +  1]) [197]. The definition of the cost function 
formula is: 

𝑔 = 𝑖 ∗[𝑘 + 1] − 𝑖 [𝑘 + 1]
,…

+ 𝑖 ∗[𝑘 + 1] − 𝑖 [𝑘 + 1]
,…

 

+

⎩
⎨

⎧ 0  𝑖𝑓 𝑖 [𝑘 + 1] + 𝑖 [𝑘 + 1] ≤ 𝑖

∞  𝑖𝑓 𝑖 [𝑘 + 1] + 𝑖 [𝑘 + 1] > 𝑖

                                              (V.30) 

Where, the first part indicates the reduction of the reactive power, the second part is for the 
tracking of the torque producing current, and the last part is for the maximum allowable stator 
current of the PMSM. 𝑖  is the maximum current allowed for the direct and quadrature axis 
d and q, respectively. 𝑖 ∗[𝑘 + 1] and 𝑖 ∗[𝑘 + 1] are the future reference currents predicted from 
the previous sampling instants [k],[k − 1], and [k − 2] using Lagrange extrapolation as [183]. 
The decrease of reactive power is indicated in the first part, the tracking of the torque-producing 
current is indicated in the second part, and the maximum permissible stator current of the PMSM 
is indicated in the final part. The maximum current permitted for the quadrature axis (q) and the 
direct axis (d) is denoted by 𝑖 . The future reference currents (𝑖 ∗[𝑘 + 1] and 𝑖 ∗[𝑘 + 1]), 
are estimated using Lagrange extrapolation as [183] from the prior sampling instants [k] ([k − 
1], and [k − 2]): 

𝑖 ∗[𝑘 + 1] = 3𝑖 ∗[𝑘] − 3𝑖 ∗[𝑘 − 1] + 𝑖 ∗[𝑘 − 2]                                (V.31) 

 
Figure V.7 : Conventional FCS-MPC (finite-control-set model predictive control) for a PMSM drive system 

V.5 Simulation results and discussion 

In order to demonstrate the effectiveness of the optimal controls studied in this chapter for the 
PMSM (SSE-LQR and FCS-MPC), a simulation model was built in Matlab/Simulink through 
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Figures. V.5 and V.7 for the SSE-LQR and FCS-MPC, respectively. Where the mentioned control 
is applied on the current loop of the PMSM, while the ERL-SMC is applied on the speed loop of the 
machine. Due to the fact that the quadratic current is linear with the electromagnetic torque, the 
reference quadratic current becomes the input to the speed loop, and the speed is the output of the 
speed loop. In other hand, the current loop has been designed to be MIMO, Where the inputs are the 
direct and quadratic voltages and the outputs are the direct and quadratic currents. To validate the 
optimal controls (SSE-LQR and FCS-MPC), some scenarios are presented to prove its effectiveness. 
The selection of these design parameters was based on a thorough analysis of PMSM performance 
using several criteria: stability, performance characteristics, robustness, cost function, and energy 
minimization. The PMSM parameters that were applied in this chapter are mentioned in Table. II.3. 
In the first scenario, the PMSM is operated in a stable state, where the speed is stabilized at the 
medium level (600 rpm) as well as applying a load torque estimated at 5 N.m. Through this scenario, 
speed, torque, and the direct and quadratic currents performances are all shown. In addition, the 
comparison study between the classical design of the PMSM drive based on the ERL-SMC and the 
novel design of the PMSM drive based on the hybrid control that was studied in this chapter 
(mentioned above). Through Figure. III.8(a), the speed performance demonstrates that the novel 
design-based on the SSE-LQR outperforms the FCS-MPC and the classical design-based on the 
ERL-SMC from the rise time (Tr) and the steady state error (SSE), where the rise time to the SSE-
LQR is estimated to be 4 ms and the FCS-MPC is estimated to be 6 ms, while the ERL-SMC is 
estimated to be 12 ms. The steady-state error for the SSE-LQR is estimated at 0.006% and the FCS-
MPC is estimated at 0.0078%, while the steady-state error for the ERL-SMC is estimated at 0.05%. 
%. Moreover, the novel design based on the SSE-LQR is stabilized without chattering, while the 
FCS-MPC and the ERL-SMC suffer from chattering, where the FCS-MPC's chattering is (+0.055 
and -0.035) and the ERL-SMC's chattering is (+0.15 and -0.85). 

(a) 
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(b) 

(c) 
Figure V.8 : First scenario of the simulation (a) Speed (b) Electromagnetic torque (c) d-q currents  

Regarding the electromagnetic torque performance of Figure. IV.8 (b), the novel design based 
on the SSE-LQR and FCS-MPC contributes to minimizing the torque ripple compared to the 
classic design based on the ERL-SMC, which suffers from a big torque ripple. Where the torque 
ripple of the novel design of the SSE-LQR is estimated between +0.1 and -0.1, the FCS-MPC's 
torque ripple is estimated between +0.15 and -0.15. While the ERL-SMC's torque ripple is 
estimated to be between +0.55 and -0.5. Furthermore, Figure. IV.8 (b) demonstrates the 
effectiveness of the novel design based on the optimal control for the direct and quadratic current 
performances. The tolerance band in the SSE-LQR is considered smaller than the FCS-MPC 
and ERL-SMC. The tolerance band of the direct current for the SSE-LQR is estimated between 
0 and -0.01, for the FCS-MPC's it is estimated between +0.15 and -0.15, and for the ERL-SMC 
it is estimated between +0.5 and -0.5. In addition, these estimates also apply to the quadratic 
current. Moreover, the optimal control (SSE-LQR and FCS-MPC) has a big effect on the THD 
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criteria compared the nonlinear control (ERL-SMC). Where this criteria for the three controls 
has been computed, it was found that the estimates were judged as follows: SSE-LQR's THD is 
1.58%, and FCS-MPC's THD is 3.83%. This is confirmed by Figure. V.9. 

(a) 

(b) 
Figure V.9 : Harmonic analysis of the current of three controllers: (a) FCS-MPC (b) SSE-LQR 

The second scenario has been presented in order to prove the robustness of the optimal controls 
(SSE-LQR and FCS-MPC) under an external disturbance. Therefore, a load torque with 
different values (1 N.m., 2 N.m., 5 N.m., and 3 N.m.) has been applied in different time 
instances, as seen in Figure. V.10 (b). Under this scenario, the speed performance is better when 
applying the novel control design based on the SSE-LQR and FCS-MPC compared to the 
classical control design based on the ERA-SMC, where the rise time stays the same as in the 
first scenario for each control while overshoots and undershoots appear in the speed 
performance during the load torque value change. The overshoots/undershoots rate reached on 
the SSE-LQR at 0.3%, which is smaller than the FCS-MPC at small percentages. While they 
take larger values when applying control, the ERL-SMC compared to the two controls 
mentioned above is estimated at 0.56%, this is demonstrated in Figure. V.10 (a).  Regarding the 
electromagnetic torque performance that is represented in Figure. V.10 (a), the SSE-LQR is 
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better than the FCS-MPC, where the two are better than the ERL-SMC in very significant ways 
through the littler steady-state error and the littler chattering. Furthermore, the SSE-LQR is 
characterized by good performance through stability, which contributes to protecting the 
PMSM's operation from external disturbances as well as reducing power losses. In addition, it 
is seen in Figure. IV-10(c) that the SSE-LQR has good durability in the case of direct and 
quadratic currents, which give good-quality electrical power, less noise, less losses, and better 
stability under any external disturbances than the FCS-MPC and ERL-SMC, respectively. 

(a) 

(b) 
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(c) 
Figure V.10 : Second scenario of the simulation (a) Speed (b) Electromagnetic torque (c) d-q currents 

About the three phases current performance has been designed to be better when applying the 
SSE-LQR, where this control contributes to minimizing the current oscillations as well as 
stabilizing the current performance in the same tolerance band during load torque changes, like 
what is presented in Figure. V.11(c). For the FCS-SMC, the current performance is affected 
little when the load torque is changed, while the FCS-MPC is given the worst performance for 
the three-phase current compared to the two controls mentioned above, where there is a bigger 
tolerance band as well as less stabilization during the changing of the load torque compared to 
the SSE-LQR and FCS-MPC. More detailed information about the current performance of the 
three controls is presented in Figure.V.10. 

(a) 
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(b) 

(c) 
Figure V.11 : The three phases current of three controllers for the second scenario: (a) ERL-SMC (b) 

FCS-MPC (c) SSE-LQR 

Just like what happened in the scenarios of the previous chapters, the robustness scenario for 
the novel design control based on the SSE-LQR and FCS-MPC is studied in this section, too. 
The change of PMSM parameters, which are resistance, direct-quadratic inductances, and 
inertia, to increasing rates was studied. Figure. V.12 shows this scenario; they are changed to 
0%, 50%, 100%, 150%, and 200% with a medium speed  (600rpm). The results shown in Figure. 
IV.12 showed that both techniques (SSE-LQR and FCS-MPC) were close after the robustness 
test. Figure. IV.12 (a) and Figure. IV.12 (b), respectively, demonstrate that the SSE-LQR is 
better than the FCS-MPC through the rise time. However, the FCS-MPC is better than the SSE-
LQR through the uncertainty rate (UR) for the change in rise time between percentages of the 
PMSM parameters' changes mentioned above, where the UR of the FCS-MPC is estimated to 
be 0.004096s, while the SSE-LQR's UR is estimated to be 0.0049095s. In addition, the 
uncertainties between 0% and 200% are better for the FCS-MPC compared to the SSE-LQR, 
which are estimated to be 0.016384s and 0.019638s, respectively. On the other hand, the steady-
state error is very small for both controls, with minor differences between them. The FCS-MPC 
is better than the SSE-LQR, where the percentage of the steady-state error between the reference 
speed and the 200% uncertainties for both is estimated at 0.025% and 0.05%, respectively, as 
well as between the reference speed and the 0% uncertainties, estimated at 0.008%, while the 
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percentage between the 0% and 200% uncertainties for both is estimated at 0.017% and 0.041%. 
However, the SSE-LQR is better than the FCS-MPC through the stability of the steady-state 
error, whereas the FCS-MPC suffers from the chattering to the speed performance, especially 
during the uncertainties phenomenon. 

 
(a) 

 
(b) 
Figure V.12 : The novel control design based PMSM drive under the uncertainties; (a) FCS-MPC (b) SSE-LQR 

The last scenario is testing the novel control design based on the SSE-LQR and FCS-MPC for 
the speed performance of the PMSM at high levels of speed. Furthermore, the two control 
designs mentioned above are compared to the classical control design based on the ERL-SMC. 
This scenario is considered one of the hardest due to the fact that the PMSM is operated with 
completely different speed ranges; each range represents an operation state, and between each 
state and another is a large rotation value. Under this scenario, the studied controls have been 
tested for their durability. Therefore, Figure. V.12 shows the PMSM adopts its high 
performance, where the speed level is varied between low (50 rpm), medium (375 rpm), and 
high speed (1000 rpm). We will also delve into the performance characteristics and phenomena 
that will hinder the PMSM’s performance, and we will discover the flexibility of the control in 
responding to the change in speed level from one case to another. 
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Figure V.13 High-performance PMSM speed levels 

In order to determine which technique is better, we will comment on each speed level separately. 
Therefore, Figure. V.14 shows the region (a) presented in Figure. IV.13, where it presents the 
speed performance of the PMSM at low speed (50 rpm) with a comparative study among the 
techniques mentioned above. Depending on Figure. V.14 and Table.V.2, the novel control 
design based on the optimal controls mentioned above is better compared to the classical control 
design based on ERL-SMC from all the characteristics of performance and durability, where the 
SSE-LQR takes the littlest rise time, which is estimated at 2.4 ms, while the FCS-MPC has the 
smallest steady-state error, estimated at 0.02%. However, the SSE-LQR contributes to the best 
performance stability compared to the two controls mentioned above. 

 
Figure V.14 : Enlargement of the performance characteristics of low speed (region (a) of Figure V.13) 

The second level is to start up the meduim speed as well as express the PMSM speed, moving 
from the slow operation to the medium operation. Figure.V.15 and Table. IV.2 show the region 
(b) presented in Figure. V.13, which gives the second level of speed performance, which is 
characterised by the medium speed of the PMSM to 375 rpm. In this level, the novel design 
based on SSE-LQR takes the lead from speed performance characteristics compared to the other 
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controls, where the rise time of the speed during application is estimated to be 3ms, the steady 
state error is estimated to be 0.003%, and the stability performance is optimal during application 
of the SSE-LQR control. Through these results, the SSE-LQR is extremely suitable for the 
medium speed, especially when changing the speed from the low speed into the medium speed. 

 
Figure V.15 : Enlargement of the performance characteristics of medium speed (region (b) of Figure V.13) 

Figure. V.16 and Table. IV.2 show the region (c) presented in Figure. V.13, where it shows a 
change in speed to the third level, which represents the highest speed of the performance at 1000 
rpm. Even with this sudden variation in PMSM speed from medium speed to high speed, the 
novel control design based on the SSE-LQR and FCS-MPC maintains superior durability to the 
characteristics of the PMSM compared to the classical control design based on the ERL-SMC. 
In a deep study of estimates of performance characteristics based on Figure. V.13, Figure. II.14, 
Figure II.15, Figure. II.16, and Table. III.2, the average rise time of each of the SSE-LQR, FCS-
MPC, and ERL-SMC is estimated at 3.7 ms, 4 ms, and 9.2 ms, respectively. The average 
uncertainties of the speed performance of each control are estimated at 1.6 ms, 0.8 ms, and 3.3 
ms. Therefore, the LQR-SSE is better than the others in most speed performance characteristics 
except for average uncertainties, where the FCS-MPC is suitable for speed performance. 

 
Figure V.16 : Enlargement of the performance characteristics of high speed (region (c) of Figure V.13) 
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Table V.2. Performance characteristics of speed PMSM model under variation of speed level 

Performance characteristics SSE-LQR FCS-MPC ERL-SMC 

 

Rise Time (ms) 

Low speed 2.448 3.789 5.588 

Medium speed 3 3.5 9.8 

High speed 5.6 4.9 12.2 

 

Steady-state error (%) 

Low speed 0.2 0.04 0.4 

Medium speed 0. 003 0.01 0.03 

High speed 0.01 0.008 0.02 

Performance Stability Extremely stable medium stable Little stability 

 

V.6 Conclusion 

In the realm of Permanent Magnet Synchronous Motors (PMSM), the application of optimal 
control techniques plays a pivotal role in enhancing performance, efficiency, and reliability. The 
choice of optimal control methods, such as Model Predictive Control (MPC) or Linear Quadratic 
Regulator (LQR), depends on the specific requirements and characteristics of the PMSM 
system. Linear Quadratic Regulator control, tailored for linear systems, may find application in 
scenarios where the PMSM dynamics can be accurately modeled using linear equations. The 
elegance and simplicity of LQR make it a viable choice for certain PMSM configurations, 
especially when the system behavior closely aligns with linear assumptions. On the other hand, 
Model Predictive Control proves to be a compelling choice for PMSM applications due to its 
ability to systematically handle complex, nonlinear dynamics and constraints. By leveraging 
predictive models of the motor behavior, MPC allows for precise tracking of desired trajectories, 
efficient energy utilization, and effective management of system constraints. This makes MPC 
particularly suitable for applications where rapid response, disturbance rejection, and 
adaptability to varying operating conditions are essential, such as in electric vehicles, robotics, 
and industrial automation. MPC and LQR are presented in this chapter to address the PMSM 
current loop, where the sliding mode approach is used to address the speed loop. Additionally, 
we have enhanced the traditional finite-control-set model predictive control by employing 
multiple vectors (MV-FCS-MPC) and improved the conventional LQR by means of a novel 
design based on steady state as new state variables (SS-LQR). The ease of implementation, 
strong performance, and optimal characteristics offered by both techniques are the main reasons 
behind their application to the motor current loop. Moreover, the simulation results using 
MATLAB Simulink demonstrated that both techniques contributed to better performance 
characteristics, and they excelled at the robustness feature under the disturbances and 
uncertainties, as well as giving a high performance during the speed variation among different 
levels. 
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General Conclusion 

In this comprehensive exploration of Permanent Magnet Synchronous Motor (PMSM) control, we 

embarked on a journey from understanding the fundamental principles to applying state-of-the-art 

techniques, striving to optimize the performance of PMSMs in various applications. The thesis 

delved into the realms of Field-Oriented Control (FOC) and Direct Torque Control (DTC), and 

extended to the realms of nonlinear and optimal control. The application of both FOC and DTC 

allowed for a thorough examination of the strengths and weaknesses inherent in these traditional 

control methods. Insights gained from these investigations formed the basis for pushing the 

boundaries towards more advanced techniques. The incorporation of nonlinear control techniques 

(FBLC, BSC and SMC) addressed challenges related to the inherently nonlinear nature of PMSMs. 

By leveraging advanced techniques, we achieved a more robust control strategy capable of 

handling complex motor behaviors and mitigating issues such as torque ripple. The exploration of 

optimal control strategies (MPC and LQR) aimed at maximizing efficiency and minimizing energy 

losses. This segment highlighted the significance of optimizing control parameters for improved 

overall system performance, emphasizing the crucial role of energy efficiency in contemporary 

PMSM applications. This not only contributed to cost-effectiveness but also demonstrated the 

adaptability of advanced control techniques in real-world scenarios. Through what was explained 

above, this thesis has two contributions for the PMSM, which can be summarized as follows: 

1. The first contribution is a novel hybrid controller that was applied to a permanent magnet 

synchronous motor PMSM between the super-twisting algorithm based on high-order 

design (HO-STA) and terminal sliding mode control (T-SMC). On the other hand, it 

combines the benefits of both the super twisting algorithm (STA) and terminal sliding 

mode control while also taking into consideration their shortcomings. This proposed hybrid 

technique helps to gain robust control under variation between slow, medium, and high 

speed levels, regardless of what load torque is applied or whatever PMSM parameters 

change. It also offers optimum performance characteristics like a smaller settling time and 

steady state error. Moreover, it provides exceptional characteristics like fast finite-time 

convergence, stabilization of the performance, and its reaching law developer based on a 

new design, which contributes to reducing the chattering problems afflicted by C-SMC. 

2. The development of the two most reliable vector optimal control strategies for the PMSM's 

current loop constituted the second contribution. The utilization of effective control 

approaches is crucial for improving performance, efficiency, and reliability in the domain 

of permanent magnet synchronous motors. The particular needs and features of the PMSM 

system determine which appropriate control strategies, such as linear quadratic regulators 

(LQR) or model predictive control (MPC), to use. Linear quadratic regulator control is 

intended for linear systems and may be useful in applications where PMSM dynamics can 

be accurately represented using linear equations. Because of its elegance and simplicity, 

LQR is a good choice for some PMSM designs, especially if the system behavior is 

expected to be linear. However, model predictive control seems to be a desirable solution 
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for PMSM applications due to its ability to carefully handle complex, nonlinear dynamics 

and limitations. By using predictive models of motor behavior, MPC allows for precise 

tracking of intended trajectories, economical energy consumption, and effective 

management of system constraints. As a result, MPC is particularly well suited for 

applications where quick response, resilience to disturbances, and adaptability to changing 

operating conditions are essential, such as industrial automation, robotics, and electric 

vehicles. The PMSM current loop is handled by MPC and LQR, while the speed loop is 

addressed by the sliding mode approach (ERL-SMC). Furthermore, we have employed 

conventional model predictive control based on the finite control set (FCS-MPC) and 

enhanced the standard LQR utilizing a novel design based on steady state as new state 

variables (SS-LQR). Their perfect features, robust performance, and ease of 

implementation are the main reasons to apply both techniques to the motor current loop. 

All of the established objectives have been successfully met; this can be determined by contrasting 

the work presented in this thesis with the research goals stated in the introduction. This thesis 

serves as a testament to the continuous pursuit of excellence in PMSM control, showcasing the 

transformative power of advanced techniques in shaping the future of electric motor applications. 

As we conclude this thesis, it becomes evident that the journey into PMSM control is a dynamic 

and evolving field. The exploration of advanced techniques has not only provided solutions to 

existing challenges but has also raised new questions and possibilities. 

Aspirations and Future Directions:  

Owing to practical limitations with regard to the thesis organization, time, and resources, this study 

examined a number of areas of PMSM control employing innovative control design, most likely 

the most significant ones. It would be prudent, therefore, to verify this identity through 

experimental findings. All of this gives a lot of scope for the new research that can be done. Future 

research could delve deeper into the integration of emerging technologies such as machine learning 

and artificial intelligence for adaptive control, paving the way for intelligent and self-learning 

PMSM systems. Moreover, this research has far-reaching implications for the advancement of 

PMSM control strategies. The successful application of advanced techniques not only optimized 

motor performance but also laid the groundwork for future innovations in electric propulsion 

systems, renewable energy applications, and industrial automation. The following aspirations are 

some potential goals in the future: 

1. Studying the novel control design that was applied in this thesis for the electrical vehicle; 

2. Applying the studied controls to the wind energy system; 

3. Design of the multi-PMSM for aeronautics; 

4. Improving the photovoltaic pumping system using the PMSM based on the novel control 

design that was applied in this thesis. 
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